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Introduction to Pathways Language Model (PaLM)

Motivations

1. To further the understanding of the impact of scale on few-shot learning

As the scale of the model increases, the performance improves across tasks while also unlocking new capabilities.



Introduction to Pathways Language Model (PaLM)

Motivations

2. Pathways system (released in 10.2021) enables highly efficient training across 
multiple TPU Pods



Introduction to Pathways Language Model (PaLM)

Training data



Introduction to Pathways Language Model (PaLM)

Breakthrough capabilities

Language Understanding and Generation

PaLM 540B performance improvement over prior state-of-the-art (SOTA) results on 29 English-based NLP tasks.



Introduction to Pathways Language Model (PaLM)

Breakthrough capabilities

Language Understanding and Generation

Scaling behavior of PaLM on a subset of 58 BIG-bench tasks PaLM results on the BIG-bench textual task collection (150 tasks)



Introduction to Pathways Language Model (PaLM)

Breakthrough capabilities on several BIG-Bench tasks



Introduction to Pathways Language Model (PaLM)

Breakthrough capabilities on several BIG-Bench tasks



Introduction to Pathways Language Model (PaLM)

Breakthrough capabilities on several BIG-Bench tasks



Introduction to Pathways Language Model (PaLM)

Breakthrough capabilities 



Introduction to Pathways Language Model (PaLM)

Breakthrough capabilities

Reasoning



Introduction to Pathways Language Model (PaLM)

Breakthrough capabilities

Code Generation 

Examples of a fine-tuned PaLM 540B model on text-to-code tasks, such as GSM8K-Python and HumanEval, and 
code-to-code tasks, such as Transcoder.

https://github.com/openai/grade-school-math
https://arxiv.org/abs/2107.03374.pdf
https://github.com/facebookresearch/TransCoder


Introduction to Pathways Language Model (PaLM)

Breakthrough capabilities

Fixing Code Errors

An example from the DeepFix Code Repair task. The fine-tuned PaLM-Coder 540B fixes compilation errors (left, in red) to a version of code that 
compiles.



PaLM: Scaling Language Modelling with Pathways
ARCHITECTURE 

● decoder-only, densely activated, autoregressive
● trained using pathways
● 780B tokens of data
● 540B parameters
● Multi-Query Attention
● Dropout
● SwiGLU Activation
● Parallel Layers



780B tokens



Pathways

http://www.youtube.com/watch?v=Nf-d9CcEZ2w


Pathways: Asynchronous Distributed Dataflow for ML



Pathways: Asynchronous Distributed Dataflow for ML



Pathways in PaLM

TPUs



Multi-query attention

● Classic multi-head attention



Multi-query attention

● Multi-query multi-head attention
● Key / value projections shared → [1,h]
● Query → [k,h]



Multi-query attention



Training

● No dropout during training
● Typically 0.1 for fine-tuning

● No bias → which takes us to the next slide / point 



Activation function

● SwiGLU variation
○ A Swish function from the GLU family.

Swish - f(x) = x · sigmoid(βx)

SwiGLU(x,W,V,b,c,β)=Swishβ(xW +b)⊗(xV +c)

FFN SwiGLU(x,W,V,W2) = (Swish(xW) ⊗ xV )W2 → typically used in 
transformers

 





Parallel Layers

● y = x + MLP(LayerNorm(x)) + Attention(LayerNorm(x)
● (Instead of y = x + MLP(LayerNorm(x + Attention(LayerNorm(x)))



Difference between GPT and PaLM



Difference between GPT and PaLM



Difference between GPT and PaLM



Difference between GPT and PaLM

256



However…



Vocabulary

● 256K tokens (vs 50K for GPT-3)
● SentencePiece tokenizer



Rotational Positional Encoding

● Word order during training is 
extremely important as illustrated in 
the other transformer architectures

● RoPE encodes the absolute position 
with a rotation matrix and 
incorporates the explicit relative 
position dependency in self-attention 
formulation





Time complexity of RoPE-models

● As opposed to the absolute and relative positional encoding used in e.g. 
GPT-3





Embedding models

- explicitly optimized to learn a low dimensional representation

- captures the semantic meaning of the input





GPT-3

- trained with a series of unsupervised text embedding models (cpt-text) of 
different sizes, ranging from 300M to 175B parameters



Training Pairs

- The training set consists of paired samples,

{(xi , yi )}
N

i=1 

where (xi , yi ) corresponds to a positive example pair, indicating that xi and yi 
are semantically similar or contextually relevant.

- Two special token delimiters, [SOS] and [EOS], to the start and end of the 
input sequence respectively.

- input trained with a transformer encoder





labels = np.arange(M)

l_r = cross_entropy(logits, labels, axis=0)

l_c = cross_entropy(logits, labels, axis=1)

loss = (l_r + l_c) / 2



Advantages

● No explicit labels 
○ goal is to maximise the cosine similarity between the pairs and dissimilarity with the inverse.

● Positive pairs were neighboring pieces of text on the Internet



split a dataframe into 
arbitrary parts

concatenate text + headline
drop other fields

query the GPT3 embeddings API 
for each dataframe

Implementation



embeddings vector length

number of categories

train categories == eval categories

4 hours to get 
embeddings





even on a third of the data the max 
iterations of 100 was reached 



Solvers

Penalties ‘lbfgs’ ‘liblinear’ ‘newton-cg’ ‘newton-cholesky’ ‘sag’ ‘saga’

Multinomial + L2 
penalty

yes no yes no yes yes

OVR + L2 penalty yes yes yes yes yes yes

Multinomial + L1 
penalty

no no no no no yes

OVR + L1 penalty no yes no no no yes

Elastic-Net no no no no no yes

No penalty (‘none’) yes no yes yes yes yes

Behaviors

Penalize the 
intercept (bad)

no yes no no no no

Faster for large 
datasets

no no no no yes yes

Robust to unscaled 
datasets

yes yes yes yes no no



f1 score of 0.70



test sample 500

sampling and truncating💶
eval sample 200💸



          precision recall  f1-score   support

negative   0.69  0.68  0.69        101

positive   0.68  0.69  0.68          99

accuracy                   0.69        200

   macro avg   0.69  0.69  0.68        200

weighted avg   0.69  0.69  0.69        200
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          precision recall  f1-score   support

  negative   0.58  0.61  0.60   101

 positive   0.58  0.55  0.56    99

accuracy                      0.58   200

   macro avg   0.58  0.58  0.58   200

weighted avg   0.58  0.58  0.58   200

Logistic Regression performed  
worse ☹

clf = LogisticRegression (C=1e5, 
solver='lbfgs')



Implementation

LanLanguage classification



Implementation

Author classification



Conclusion



Google Natural Language API 
and the v2 classification model

● Under the hood: PaLM, LaMDA and T5
● PaLM on its own - still a decoder-only model (similar to GPT-3)
● Good classification possible with a combination of methods and models
● Not free 💸
● Only implementation available 



Future work

● Classification tasks with help of the Google Cloud NLP API
○ 34 categories in our news dataset vs. 1000+ categories in the v2 model
○ a surjective mapping of the v2 categories to the original categories

C2 → C1 
○ manual classification report
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