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Content

Machine Learning System for Classification
● A feature representation of the input. 

● A classification function that computes the estimated class.

● A cost function for learning and an algorithm for optimizing the cost 

function.

● An evaluation and analysis for the model.



Classification Function
Recap: Linear Regression

● linear function of the parameters w0, . . . , wD.

● regression: predict the numerical value for “new” objects



Classification Function
Recap: Linear Regression     Perceptron

• threshold function

• X: a real-valued vector to represent the input

• W: a vector of real-valued weights

• b: bias

desicion boundary



Classification Function
New: Perceptron    Logistic Regression

• sigmoid function: y= 1/(1+e^(-z)) creates a probability

z



Classification Function
New: Perceptron    Logistic Regression

• advantage: less sensitive to outliers



Classification Function
Generalization: Multinomial Logistic Regression
                           (Softmax Regression)
● separate weight vectors for each of the K classes
● softmax function: create a probability distribution



Classification Function

Generalization: Multinomial Logistic Regression

• Property of softmax regression

overparameterized!

ψ vanished



Cost Function
Mean Squared Error (MSE) for Linear Regression

● loss function captures the difference between the actual 

and predicted values for a single record

● cost function aggregates the difference for the entire 

training dataset

○ error representation, it shows how the model 

predicts compared to the original dataset



Logistic Regression Cost Function
Maximum Likelihood Estimation

Bernoulli distribution

Log Likelihood Function         maximize 

Negative Log Likelihood        minimize



Loss for Single Training Example



Gradient Descent



● is a technique that tries to achieve the generalization of the model. It means that our model works well not only 
with training or test data, but also with the data it'll receive in the future

● used for tuning the function by adding an additional penalty term in the error function

● L1(Lasso) helps to reduce the overfitting in the model as well as feature selection (Manhattan distance)

● L2(Ridge) is mostly used to reduce the overfitting in the model, and it includes all the features present in the 
model. It reduces the complexity of the model by shrinking the coefficients (Euclidean distance)

Regularization



Loss Function for Softmax Regression
loss function for a single training sample:

loss function for all training samples: 



Encoder

● Feature Extraction:

○ CountVectorizer

○ TfidfVectorizer

● Tokenization: character 4-grams

● No padding

● min_df, max_df: Default



Classification Model

● Division between:

○ Smaller datasets:

■ Author recognition

■ Language recognition

○ Larger datasets

■ Category recognition

■ Sentiment analysis



Classification Model

● Common hyperparameters:

○ C (Inverse of regularization strength): 1e5

○ multi_class: “ovr” faster, but “multinomial” had 

better results



Classification Model

● For smaller datasets:

○ solver: “lbfgs” (Limited-memory BFGS)

○ tol: 1e-3

● For larger datasets:

○ solver: “saga” (Stochastic Average Gradient)

○ tol: 1e-2



Results & Evaluation

Author Classification (CountVectorizer)



Results & Evaluation

Author Classification (TfidfVectorizer)



Results & Evaluation

Language Classification (CountVectorizer)



Results & Evaluation

Language Classification (TfidfVectorizer)



Results & Evaluation

Sentiment Classification (CountVectorizer)



Results & Evaluation

Sentiment Classification (TfidfVectorizer)



Results & Evaluation

Category Classification based 
on headline (CountVectorizer)



Results & Evaluation
Category Classification based 
on headline (TfidfVectorizer)



Results & Evaluation

Category Classification based on 
short description (CountVectorizer)



Results & Evaluation
Category Classification based on 
short description (TfidfVectorizer)



Results & Evaluation

Category Classification based on headline 
and short description (CountVectorizer)



Results & Evaluation

Category Classification based on headline 
and short description (TfidfVectorizer)



Conclusion
Logistic Regression:

 supervised machine learning classifier

 binary classification or multiclass classification

 learning weights from a labelled training set via loss function

 minimizing the loss function using gradient descent

 using regularization to avoid overfitting



Summary



Summary
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