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BACKGROUND

Cross-Lingual Word Embeddings (CLWEs)

👇
Bilingual Lexicon Induction (BLI)

Why CLWEs/BLI 💡👉 Machine Translation?
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HILIGAYNON

Why Hiligaynon?

Challenges:
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CONCLUSION

EXPERIMENTS & RESULTS

Target Languages Corpus Word Vectors P@1

EN-ES-HIL

EN-TL

1. MWEs: fastText vs SGNS

2. Seed Lexicon

3. Transfer learning with pivot languages.

METHODS

Increased corpus size. Well-curated seed lexicon.

✓ most frequent target words.
✓ many2many lexical pairs.

Adapted applicable methods.

Transfer learning: leverage high-resource languages.

✔ Success of transfer learning is 
 on the quality of the 

source and target monolingual 
word embeddings.

✔ Well-curated seed lexicon for 
training improves retrieval.


