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Chapter One:
I ntroduction

This disertation deals with several phenomena usually subsumed under the category of
(in)definiteness. There are nearly as many proposals on how to describe this category
semantically as there are semantic framewdrksaditional truth-conditional semantics from
Russell to Montague, it is assumed that indefinites express an existential statement, while
definites additionally carry some uniqueness requirement. More recent approaches like
Discourse Representation Theory (Kampl['81], Kamp & Reyle['93]) or File Change Semantics
(Heim['82]) prefer to assume that definites and indefinites perform different actions on some
discouse model. As a common integrator, most influential semantic frameworks consider
definiteness to be a central issue of semantic theory.

One might wonder whether this dichotomy is really that important after all. There is
a considerale number of languages that do well without any marking of definiteness, and
even in laguages such as English and German, where the contrast is expressed
morphdogically, it is highly redundant. (I was once told a very illuminating story about a
Japanse woman living in Germany who knew German superficially very well. She never
used any arties. Her German colleagues not only failed to miss them, they even failed to
notice it at all.)

Of course the communicative redundancy of definiteness does not suffice to prove its
theoretcal marginality. There are quite many widespread phenomena in different languages
that areprima facie related to definiteness. They are usually covered with the notion of
"Definiteness Effect". We do not intend to investigate these systematically here, but it is
guestiomble whether this term is really appropriate. As an example, the most prominent
instance, Engliskhere-constructions, is obviously not related to definiteness at all.

(2) a. There is only John in the garden.
b. Therewas the biggest car I've ever seen in front of his house. (Chris Wilder, p.c.)

| am rot aware of any definition of indefiniteness that covaly John or the biggest car
I've ever seen. Whatever the category is the codalwe-sentences is sensitive for, it is not
definiteness.

Similar considrations arise when we consider scrambling in Gérman , another alleged

'by Manfred Pinkal (p.c.)

®To be precise, there are (at least) two kinds of scrambling in German. One is very similar to I-
topicalization, i.e. the scrambled item receives a heavy rising accent, and if scope-bearing items are involved,

we have an inverted interpretation. All kinds of maximal projections, including remnant VPs can be affected by
(continued...)
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instance of the Definiteness Effect. Several authors (Lenerz['77], Reis['87], and, more
recerly, Blring['94]) have proposed that in German, the surface position of arguments inside
or outside VP is largely determined by definiteness. Provided that no focus- or animacy-
effects intervene, definite subjects and objects have to occur in a VP-external position, while
indefinites remainn situ. Most data support this view.

(2) a. Peter hat gestern ein Buch gekaulft.
Peter has yesterday a book bought
b. “”Peter hat ein Buch gestern gekauft
Peter has a book yesterday bought
'Yesterday, Peter bought a book'
(3) a. "*Peter hat gestern das Buch gekauft.
Peter has yesterday the book bought
b. Peter hat das Buch gestern gekauft
Peter has the book yesterday bought
'Peter bought the book yesterday"

If we assume that the advagestern 'yesterday' marks the VP-boundary, the indefinite object
is preferredin the VP-internal position and the definite one in the VP-external position.
Nevertheless, there are counterexamples. Name-like definitesiéi@ibel 'the Bible' are
allowed inboth positions equally well, and specific indefinites occur in scrambled positions.

(4) a. Peter hat gestern die Bibel gekauft.
Peter has yesterday the Bible bought
b. Peter hat die Bibel gestern gekauft
Peter has the Bible yesterday bought
'Yesterday, Peter bought the Bible'
(5) a. Hans hat einen bestimmten Studenten noch nie gesehen.

%(...continued)
this process.

0] (weil) das LP FREIwiIIigl / NIEmand \ ttun wirde
(since) this voluntarily nobody do would
'Since nobody would do this voluntarily'

(i) weil mit Slcherheiit / NIEmand }t die Wahrheit kennt
since with security  nobody the truth knows
'Since nobody knows the truth for sure'

We areonly interested in the second kind of scrambling which is restricted to DPs and some PPs, involves only
deaccentuation of the scrambled item and does not give rise to scope inversion.



Hans has a certain student still never seen
b. "Hans hat noch nie einen bestimmten Studenten gesehen.
Hans has still never a  certain student seen

‘There is a certain student that Hans never saw'

As it turns ait, there are other factors scrambling is sensitive to that usually coincide with
definiteness but sometimes the distinctions are orthogonal to each other. There is a lot of
recent crosslinguistic work that shows that this property of scrambling is not a pure
idiosyncrasyof German. Comparabt#bservations can be made for Dutch (de Hoop['93]) and

- more unexpectedly - Cashmerese (Rajesh Bhatt, p.c.). Meinunger['95] shows convincingly
that for instance case alternation phenomena in Finnish and Russian and clitic doubling in
Romance and Bantu-languages should be treated on a par with scrambling. This enables us
to assumehat there is another dichotomy besides (in)definiteness that is responsible for the
mentionel contrasts. | decided to call those items that are marked by scrambling/ structural
ca®/ clitic doublingTopic, but the nomenclature is of minor importance. Probably, there is

a kind of fature specification default that requires definites to be Topics and indefinites to
be nonTopics, but there are exceptions in both directions. It is very likely that the category
Topic is universally present, while there is no need to assume that languages that do not
express definiteness morphologically have that category at all.

Theaim of this dissertation is to give an explicit formal specification of the semantic
impactof the category "Topic". In order to do so, we review three representative semantic
frameworks m chapter two. We start with a brief overview on basic ideas of Montague
Senantics, pointing out in particular its shortcomings in connection with anaphora
phenomena. Subsequently, the main ideas of Irene Heim's['82] File Change Semantics are
presented irmore detail, and that model is compared with Montague Semantics both w.r.t.
the empirical predictions and the methodology. We will come to the conclusion that File
ChangeSemantics is very successful as far as the empirical coverage is concerned, but that
Montague Semantics is much more restrictive methodologically. Therefore, finally, a
synthesis of both, calle®ynamic Extensional Type Theory (DETT), is developed that
owes it design to Groenendijk & Stokhof's['91a] Dynamic Montague Grammar. Apart from
the frameworks maioned, DETT borrows important features from Dekker's['93] Extensional
Dynamic Predicate Logic.

In chapterthree, we seek to extend the coverage of DETT to definite descriptions. It
is agued that this is impossible without taking the category Topic into account. To describe
the semants of Topics, a formalism more powerful than DETT is needed. In particular, the
twofold distinction between novel and familiar discourse referents proves to be not
finegrained enough. Intuitively, we have to distinguish (at least) two layers of discourse
referents Similar ideas - figuring under the headers "Centering" or "Focus" - are already
quite common in computational linguistics (cf. Grosz/Joshi/Weinstein['83], Grosz &
Sidne['86], Bosch['88] among many others). Nevertheless, this dissertation is to my
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knowledge he first attempt to elaborate on these insights in a compositional model of natural
language semantics. As starting point, Groenendijk/Stokhof/Veltman's['93, '94] Dynamic
Modal Predicate Logic is used. Its main features are incorporated into the overall architecture
of DETT. The resulting system is call&ynamic Intensional Type Theory (DITT). DITT
provides an @equate formal tool to define a template that shifts the meanings of determiners
heading non-Topic DPs to the meanings of the corresponding Topics. This allows us to give
a unque semantics of the definite determiner that covers a wide variety of apparently
unrelated readings of this item.

In chapter four, the influence of the Topic-template on indefinite DPs is investigated.
It is shown that it offers a basis for a unified account of widely discussed phenomena like the
patitive readings of weak quantifiers and the proportion problem in connection with donkey
conditionals.



Chapter Two:
The Dynamic Framework

2.1 Donkey Sentences and Cross-sentential Anaphora

In theearly 1980's, the Montagovian approach to natural language semantics was challenged
by two observations concerning anaphora. The first - and in fact the crucial one - concerns
the so-called donkey sententes :

(2) Every farmer who owns a donkey beats it.
(2) If a farmer owns a donkjey,ihe bea}ts it.

The ®mpositional translation of these sentences into Predicate Logic in the spirit of
Montague gives us (ignoring intensionality for the moment)

3) vx[farmer'(x) A 3y[donkey'(y) A own'(X,y)] - beat'(x,y)]
(4) Ix[farmer'(x) A Jy[donkey'(y) A own'(X,y)]] - beat'(X,y)

which is obviously not the desired result. The important features which matter for our
purposes are that the indefinite determiner is translated as an existential quantifier and that
the anaphoric pronouns are translated as variables. The problem in both cases is that the
variable "y in the consequence of the implication is free. Hence, according to a standard
first orderequivalence, we can rename the bound occurrences of "y" with "z" leaving the free
occurrences unaffected, without changing the meaning of the entire formula:

(5) wx[farmer'(x) A 3z[donkey'(z) A own'(X,z)] - beat'(x,y)]
(6) Ix[farmer'(x) A 3z[donkey'(z) A own'(x,z)]] - beat'(x,y)

Neither of these formulae allow the conclusion that there is a donkey which is beaten if a
farmer owns it.

(7) vx[farmer'(x) A 3z[donkey'(z) A own'(X,z)] - beat'(X,y)] =
wx[farmer'(x) A Jy[donkey'(y) A own'(X,y)] - beat'(x,y) A donkey'(y)]
(8) Ix[farmer'(x) A 3z[donkey'(z) A own'(x,z)]] - beat'(X,y) +

'Donkey sentences were discussed already in Geach['62], and the discussion about this kind of
constructionmay be traced back even to ancient philosophy, but they only became a central point of semantic
theory in the last 15 years.
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Ix[farmer’(x) A 3z[donkey'(z) A own'(x,z)]] - beat'(x,y) A donkey'(y)
An intuitively correct translation of both (1) and (2) would be
(9) wxvy[farmer'(x) A donkey'(y) A own'(x,y) - beat'(x,y)]

at least for oa reading of the examples. The crucial problem here is that the indefinites
donkey in (1) and botha farmer anda donkey in (2), which have syntactically narrow scope,
seem to hve universal force and global scope, i.e. they appear as universal quantifiers with
scope overhe entire formula in (9). That these occurrences of indefinites are somehow "ill-
behave", and that the Russellian treatment of the indefinite determiner as an existential
quantifier is descriptively adequate in the "well-behaved" cases, is beyond any reasonable
doubt.

(20) A man is in the park
correctly translates to
(11) Ix[man'(x) A in_the park'(x)]

The enlargement of the scope of indefinites is not bound to the ill-behaved constructions just
discussedThis leads us to the second weakness of the Montagovian treatment of anaphora.

(12) A man is in the park and he whistles
(13) Ix[man'(x) A in_the _park'(x)] A whistle'(x)

Here againhe coreference between the indefitaan and the pronouhe is not expressed

since the ponounhe is outside the c-command domain of the indefiaitean and hence
outside & the scope of the corresponding existential quantifier. While this problem can be
solved by means of quantifying in, things become hopeless when we take a two-sentence
discourse instead of a conjunction.

(14) A man is in the park. He whistles

The translation of (14) we are looking for should be equivalent to
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(15) Ix[man'(x) A in_the park'(x) A whistle (x)]?

To xe how different semantic approaches overcome this problem, we have to look at the
overall architecture of Montagovian semantics.

2.2 Montague Semantics and File Change Semantics: A Comparison

2.2.1 Montague Semantics: The General Picture

In his paer "The Proper Treatment of Quantification in Ordinary English", Richard
Montagle proposes a three-step model theoretic interpretation of English sentences. In a first
step an English sentence is mapped to an expression of an artificial language called
"Disambiguated English" (DE). Roughly, an expression of that language is a syntactic tree
where quantifier scope and coreference are encoded. In terms of GB-syntax, an expression
of DE is something halfway between S-structure and LF. We will return to that point later.

’Kadmon['87] objects that this way of interpreting cross-sentential anaphora makes wrong predictions:
(i) John owns she(iap. Harry vaccinates tihem.
(i) 3x[sheep’(x) A own'(j,x) A vaccinate' (h,x)]
Imagire a situation where John owns ten sheep and Harry vaccinates five of them. In this situation, (ii) would
be true while (i is false or at least infelicitous. In Dekker['90], a possible solution to this puzzle in a dynamic
bound-variable approach is sketched.
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English

ll Disambiguation ll

Disambiguated English

ll Trandation ll

Intensional Logic

ll (model theoretic) Interpretation ll

M eaning

In a seond step, DE-expressions are translated into formulae of a type-theoretic calculus
called "Intensional Logic" (IL). This translation function is subject to a very rigid
compositionality requirement. It can be formulated as the

Principle of Compositionality of Trandation

A compositional translationlL toZL must meet the following conditions:

i) Every basic expression oflL has a unique translatior; in L (which need not be basic).

i) For evey syntactic category ¢ oflL , there is a unique syntactic category ¢ fgom L such th?t all L -
expressions of the category ¢ are translated2 to L -expressions of the category C .

iii) For evey syntactic rule of L there is a unique translation rule which specifies the translation of the

output of the syntactic rule solely in terms of the translations of the input(s) to it.

The underlying idea of this principle is that the translation of a complex expression is
completely determined by the translations of its parts and the way they are combined.
Turning back to the phenomena we discussed above, we are especially interested in
the translations of the indefinite determiner, of the determéery, of pronouns and of the
conditional construction. As already mentioned, the core of the analysis of indefinites is the
Russellian existential quantifier, whilevery becomes a universal quantifier. Since
determiners are generally translated as two-place second-order predicates, we have:



2. Montague Semantics and File Change Semantics: A Comparison 9

(16) a ==>1PAQ.3X[P(X) A Q(X)IP
every ==>APAQ.X[P(X) - Q(X)]

The trarslation of a pronoun is simply a variable. For technical reasons, it is shifted to a
Generalized Quantifier, which practically makes no difference.

a7 he ==>AP.P(X)
Finally, if-conditionals are translated as material implication:
(18) If p, g ==> p~ q' (where p' and ¢' are the translations of p and q respectively)

The final $ep, the interpretation of IL formulae, follows an equally strong compositionality
requirement.

Principle of Compositionality of Interpretation

Given a language L, a compositional interpretation fundtidor L must meet the following conditions:

i) |.| assigns a unique value to every basic expression of L (the nonlogical vocabulary in the case of a
formal language of logic)
ii) For everysyntactic rule of L, there is a unique corresponding semantic rule which determines the

interpretation of the output of the syntactic rule solely in terms of its input.

iii) For any two expressions a and b of L which belong to the same syntactic catefjanyd|/b| belong
to the same class of semantic objects.

This principle is a specification of the well-known Fregean principle: "The interpretation of
a complex gpression is exclusively determined by the interpretation of its parts and the way
they are combined". "Classes of semantic objects"” in the sense of (iii) are for instance sets,
1-place functions, 3-place relations etc.

Of course, we are primarily interested in natural language semantics and not in the
senmantics of IL or any other formal language. The motivation behind the system described
is the fact that translation and interpretation can be combined. If we call the translation

function from DE to IL F, we can construct a composed fundtipwhich assigns a model-
theoreticinterpretation to any DE-expression S such tf#jt= |F(S)|. It can be shown that
the compositionality of the translation function F and of the IL-interpretation fungtjon
suffice to ensure that the DE-interpretation functigns compositional too. IL in fact plays

*For our purposes here, an extensionalized version of IL suffices.
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only an auxiliary role in the PTQ-system. It is introduced just for convenience since it is
easier to deal with logical formulae than with complex model-theoretic entities.

The inerpretations of the English items we are interested in can now be identified
with the interpretation of the extensionalized IL-expressions given above. But there is an

apparentproblem. |.|, the interpretation function of IL, is relativized to an assignment
function g which is a total function from the set of IL-variables to the individual domain E

of the model. Since variables are IL-artifacts, we cannot use such a function for the direct
interpretaion of DE. One way to overcome this difficulty, which makes the comparison of
the describedystem with File Change Semantics easier, runs as follows. In the input to the
interpretation, namely DE, we need some representation of coreference relations between
DPs, including pronouns. In the syntactic literature, referential indices usually do that job.
We adopt his technique and annotate each DP with some natural number subscript. In the
course of IL-translation, indices control the choice of IL-variables (this can be done by an
easily formulated algorithm). Similarly to assignment functions, we now define:

Definition 2.1 Sequences
A sequence g is a total function from the set of natural numbers into the individual domain
A. AV is the set of all sequences based on the Domain A.

ai :def aN (I)

For typographic reasons, | sometimes only write "a" instead of "a " in cases where no
confusian can arise. So we can relativize the direct interpretation of DE to sequences. Under
this perspective, the interpretations of the relevant items are:

(19) a. [a], ={<A,B>|ABcEAANB = &}
b. [every), ={<AB>ABcEAACcB}
c. [hel, ={A cElac A}

d. [Ifp,a, =max((1fpl).[ql)
The d-clause is simply the meaning of material implication if we take the truth values 0 and
1 asthe possible meanings of sentences. We may even go a step further and identify the

meaning of a sgence with the set of sequences under which it has the value 1. Instead of
(19d), we have:

(20) [1fp,ap  =AN(pINan)
Let us briefly illustrate this with some examples.

(21) [A man walkg = AN iff there is some individual in E which falls both under
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the extension afman andwalk, else &

(22) [Every man walks= AN iff the extension ofman is an improper subset of the
extension ofvalk, else @

(23) [He isamap={a | g falls under the extensionroan}

As can beseen from these examples, the interpretation of a sentence depends on the
sequence owlif the sentence contains a "free" occurrence of a pronoun, i.e. a pronoun
which is not bound by any quantificational expression. Otherwise the sentence is interpreted
either as thavhole set of possible sequences (i.e. the sentence is true) or the empty set (i.e.
it is false).

With this background, we are able to concretize the shortcomings of this approach to
interpretation w.r.t. donkey anaphora.

(24) [Every farme] who owns a donkey beafp+#{a | a, is beaten by every
donkey-owning farmer}

(25) [If a farmer owns a donkey , he beatlﬁziiAN iff there is no farmer who owns
a donkey, {g§ | a2 stands in the beating-relationto a } else

These interpetations are obviously nonsense. At least they have nothing in common with the
intuitive interpretation of the sentences: rather, they are the interpretations we would wish to
obtain for (26) and (27):

(26) Every farmey who owns a donkey beasiit .
27) If a farmey owns a donkey , he beajsit.

There is no way to link the indices of the anaphoric pronouns in the examples to those of
preceding quantificational expressions.

2.2.2 File Change Semantics. An Overview
2.2.2.1 The Strategy

There ae several ways to deal with phenomena of this kind. Hans Kamp['81] developed a
completely new framework for natural language interpretation callBascourse
Representation Theory (DRT). It is difficult to compare DRT with Montague semantics
(MS) dnce it does away with compositionality in the sense described. Certain linguistic
items abovesuch as determiners, do not have a meaning of their own. Rather, they govern
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the apfiication of certain construction rules. Roughly at the same time, Irene Heim['82]
developedher File Change Semantics (FCS), which is very similar to DRT as far as the
underlying strategy is concerned, but which is closer to MS and preserves some notion of
compositionality.

In prinaple, there are three options for revising Montague's system. It is possible (a)
to modfy the mapping from English sentences to disambiguated expressions, (b) to change
the translation procedure from the disambiguated expressions to a logical formalism or (c)
to give another interpretation to Montague's IL-language. In a sense, Heim exploits all three
options simultaneously. As far as the constructions discussed above are concerned,
disambiguabn only means to give a syntactic structure to the sentence and to index DPs.
For all practical purposes, the disambiguated sentence can be identified with the S-structure
in terms of GB-theory. Heim assumes that the input to interpretation differs substantially
from S-stucture, and in fact a great deal of her theory concerns disambiguation rather than
interpretaion. She borrows the term "Logical Form" (LF) for her version of Disambiguated
Englishfrom the GB-literature, but it is actually a hybrid between a syntactic structure and
a logical lamguage. To put it another way round, Montague's disambiguation is enriched with
devices whib are part of the translation function in the original system. Heim's LF
representations are interpreted directly, without a further mediating level. This interpretation
is compodional in the weak sense of the Fregean Principle ("The meaning of a complex
expressioris a function of the meaning of its parts and the way they are combined"), but it
is hard to say whether or not it follows the stronger Principle of Compositionality of
Interpretation. We will address this question below.

Beddes collapsing Montague's Disambiguated English and the logical language into
one level (LF), Heim makes another move away from traditional approaches, which is
probably the most important aspect of her work. Instead of defining the meaning of an
English sentence in terms of its truth-conditions, she takes it to be something like a program,
an instruction to perform some action. Such a program is calk&gte &hange Potential
(FCP). Thebasic idea is that the conversational background of the conversants can be seen
as a kindof file. Such a file contains a file card for every individual that was mentioned in
the discours or can be assumed to be in the attention of all participants of a conversation.
On a file card, the information about the individual it represents is written down. An FCP is
(or defnes) a modification of a file, namely th addition of new file cards or of entries on the
cads. Truth and falsehood are basically properties of files, and truth of an FCP can be
defined as the ability to turn a true file into another true file. Let us take an example:

(28) A dog is barking.
Interpreting this sentence means to perform three steps:

a) Add a new card to your file,
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b) write "is a dog" on that card
c) write "is barking" on that card.

2.2.2.2 Files

Now let us start implementing this idea. Of course, talking about files can only be meant
metaphorically. The ontology of FCS is basically the same as in traditional "static"
approachesnamely it contains truth values, possible worlds and individuals as primitive
entites. As we did in the discussion of MS, we ignore possible worlds for the moment. The
file cards in the metaphor are defined as natural numbers. Hence the definition of a file must
containa finite set of natural numbers, which is calleddomain of a file. The entries of

the @rds do not have a straightforward counterpart in the formal definition, isiacgog

or is barking in the example are linguistic entities which cannot enter the model theoretic
construction which the metaphor "file" stands for.

A file is sonething which can be true or false. It shares this property with the
meaningof a sentence in Montague's system. Hence files contain the same kind of semantic
objects wheh are the "static" meaning of a sentence. In the modified version which was
presented ab@y this was identified with a set of sequencess#hiafaction set of afilein
the FCS-terminology. This leads us to the

Definition 2.2 Files

)] A file F is an ordered pair <D,S>, where D is a finite set of natural numbers and S
Is a set of sequences, such that for every natural numbBr. n
if &, and b are two sequences that are alike except insofar-ab a
theng e Siffb € S.

1)) Dom(<D,S>)=_ D
iii) Sat(<D,S>) = S
This definition ensures that F contains only information about the indices in its domain.

2.2.2.3 LF-Construal

Before we can start to define FCPs recursively, we have to consider the way an S-structure
is mapped to an LF. There are four operations called

(29) LF-Construal Rules:



14 Chapter 2. The Dynamic Framework

DP-Indexind:

Assign every DP a referential index
DP-Prefixing

Adjoin every non-pronominal DP to S

Operator Construal
Attach every operator as a leftmost immediate constituent of S

O-Construal:
Attach O as a leftmost immediate constituent of the matrix-S of a bare
conditional

The fourth rule is not stated explicitly in Heim's thesis, but something like that is implicitly
assumedLet me illustrate the effects of these rules with the notorious donkey sentences.
Input to the rules is S-structure. Since under standard assumptions this level of
representation already provides referential indices, DP-Indexing is superfluous. Hence we
start with the structure

(30)

S
I
/ \
DP VP
S I 1
/ \ / \
DP S \Y DP
| 1 | |
every farmer / \ beats it
qu S
S
/ \
, € VP
/ \
[
owns a donkey

The readershould not be confused by the old-fashioned labelling of the nodes; you may
repdace "S" by "IP" or "AgrP" and S" by "CP" if you want. After performing DP-
Prefixing, we have

*NP-Indexing" in Heim['82]. | update the terminology to current linguistic jargon.
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(31)
S
I
/ \
DP S
N I S
/ \ , € bgatsit
DP S
| S
every farmer / \
who S
1
/ \
I?P S
. S
adonkey e ownse

Both DP, and DP are raised and adjoined to the S-node they were dominated by. | do not
spell ait the internal structure of the remnant S, since it does not matter for the further
discussion. Finally, Operator-Construal applies. The only operasegrisin DP, .

(32)
S
|
/ | \
every DP S
S I .
/ \ . € beatsit
DP S
| S—
___farmer / \
who S
1
/ \
pP S

a donkey , eownse

The LF-Construal off a farmer owns a donkey, he beatsit goes as follows:
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(33)
S
/ \
S S
1 S
/ \ L he begts it

a farmer owns a donkey

(34) DP-Prefixing:

S
I
/ \
S S
N I
/ \ , he beats it
If S
|
/ \
DP S
_ I
a farmer / \
pP S
N -
a donkey , e ownse
(35) O-Construal
S
I
/ | \
O S S
N I
/ \ , he beatsit
If S
|
/ \
_ 1 I
a farmer / \
pP S
] S I
a donkey , eownse

To dealwith cross-sentential anaphora, Heim assumes that all the matrix S-nodes of a
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discourse are daughters of a hypothetical text-node T.
(36) A farmer owns a donkey. He beats it.

is mapped to the LF:

(37)
T
I
/ \
S S
I |
/ \ L he begts it
DP S
| |
a farmer / \
DP S
— 1
a donkey , eowpse

Before deining the interpretation of LFs, some further terminology has to be introduced.
Both NPsand verbs are callegredicates, as it is standard in logical semantics. An NP or

an intransitive verb is dl-place predicate, transitive verbs ar@-place predicates etc.
Pronouns and DP-traces arkariables, which bear a unique index. In the following
definition, | slightly depart from Heim's original proposal, but the general line remains the
same. Firdy, | assume that quantificational determiners kkery leave a trace when they

are moed by operator construal. The index of this trace is simply identical to the index of
the dominating DP-node. Secondly, definite and indefinite determiners should inherit the
index of theDP they are the head of. Quantifier traces and (in-)definite determiners are
variables, too. These modifications ensure that both DPs and Ss include nothing more than
a predicat and some variables (remember that "inclusion by X" means "domination by
every segrant of X", cf. Chomsky['86]). This configuration is calledaomic formula. If
aDP-node, an S-node or a T-node dominates more than one formula and does not dominate

an operator, the whole S or DP is calleduanulative molecular formula. S-nodes and
their non-S-daughters are invisible for the interpretative component; Ssnaee the same

formulae as their S-daughters. Adnominal quantifiersdileey, negation, invisible"" and
adverbsof quantification are calledperators. Finally, operators except negation induce a
tripartite Logical Form. This means that an S with a non-negating operator as leftmost
daughter rast have two further daughters which are formulae to be well-formed or
interpretable. The leftmost sister of the operator is calledréstictive clause and the
rightmost sister thauclear scope.
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It should be mentioned that in chapter two of her thesis, Heim introduces an
additional LF-construal calleakxistential closure, which has become fairly popular in the
subsegent literature (cf. Kratzer['89b], Diesing['92] among others). Existential closure
requres that an existential quantifier is adjoined to the nuclear scope of an operator and to
the T-node of a multi-sentential LF. This addition is necessary at this stage of her
argumentation, where she takes truth-conditions to be the primary aspects of the meaning of
a sengnce (or discourse) and the FCP as a secondary aspect. In the final version of FCS,
wherethings are reversed, this operation proves to be superfluous. Its effect is taken over
by the interpretation function itself.

2.2.2.4 The Interpretation of LF

As mertioned above, the interpretation of a sentence or discourse or, more generally, of a
formula, is a He Change Potential, a function which mapsigput file to anoutput file.

Sincea file F consists of its domain Dom(F) and its satisfaction set Sat(F), the interpretation
of a formula las to specify how these components are affected. Hence an FCP has to
specifyhow these components of the input file are modified to yield the output file. Besides
this, an FCP may bear certain requirements on the input file, or, technically speaking, a
formula may be mapped to a partial function over files. The intuitive content of this
requirements that an indefinite DP introduces a new file card, while definites pick up old
ones, and that the descriptive content of a definite full DP is already present in the file card
it picks up. Formally, this is stated by the

(38) Novelty-Familiarity-Conditiof{NFC):
For a formulap to be felicitous w.r.t. a file F it is required for every DPithat
0] if DP. is [-definite], then k& Dom(F):
(i) if DP.is [+definite], then
(a) ie Dom(F), and
(b) if DP. is a formula, F entails DP

The semantics or pragmatics of full definite DPs is not at issue for the moment, so that
clause (iib) may be ignored.
Now we are in a position to start with the recursive definition of the semantics of (a

fragmentof) English (of English LFs, to be precise). With {F+ve refer to the output file
which results by application of the formupeto the input file F.
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Model

A model o9 for English is an ordered pair <A,Ext> such that

)] A is a non-empty set, the individual domain and

i) Ext is a function which maps every predicate to an extension of the
appropriate type (i.e. every n-place-predicate to a subset of A )

Interpretation Rules
Let a model <A,Ext> for English be given.

() Let ¢ be an atomic formula, consisting of an n-place predi¢aad an n-tuple of
variables %%, ....«™ whose indices arei, .., i, respectively. Then:

Sat(Fip) = {a € Sat(F): <@ ,..a % Ext(0)};
Dom(F+p) = Dom(F)u {i ,...,i }.

(I Let ¢ be a cumulative molecular formula with the immediate constituent formulas
¢%,...4" (in that order). Then:

Sat(F4) = Sat(...(F$)...+p");
Dom(F+d) = Dom(...(F4Y)...+d"

(1) Let ¢ be a quantified molecular formula, consisting of a universal quantifier and the

two formulasg* andd? (in that order). Then:

Sat(Fi) = {a, e Sat(F) : for every b oom®) 1P such thaf lz Sat(F4"), there is

some ¢ 5. ... R suchthate Sat(F4") + I}
Dom(F+¢$) = Dom(F)

(where "3 ~ |y " abbreviates 'a agrees withb onalM")

(IV) Let ¢ be an operator-headed molecular formula, consisting of a negator and the

formulay. Then:

Sat(F+) = {a € Sat(F): there is nop Do N& such thatebsat(F+y)};
Dom (F+p) = Dom(F)
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Let us start exploring (I). Take the example
(39) [, She loves him ]
Applied to an input file F, we have

(40) Sat(F+[ She loves himn ]) = {a& Sat(F)| <a ,a = Ext(love)}
Dom(F+[, She loves him ]) = Dom(k){1,2}

According to the NFC, 1 and 2 must already be elements of Dom(F), $ie@dhe are
definite pronouns and therefore require their indices to be in the domain of the input file.
Hence Dom(F+[ She loves him ]) = Dom(F).

(I1) simply says that in cumulative formulae, the input file is updated with the single
atomic formulae step by step.

(41) A dog barks
LF: [ [,pa, dog], [ e, barks]] ()
[DP al dogll :d)l
[ e, barks] =

In a first step, we update F wigt.

(42) Sat(F$") = {a € Sat(F)| ac Ext(dog)}
Dom(F+p*) = dom(F)u {1}
Felicity Condition: 1¢ Dom(F)

Sincea dog is [-definite], its index 1 must not be in the domain of F, but it is in the domain
of F+¢*. The resulting file is updated with?.

(43) Sat(F4) = Sat((F$")+$?) = {a € Sat(F)| ae Ext(dog)A a, e Ext(bark)}
Dom(F+p) = Dom((F4')+d? = dom(F)u {1} u {1} = dom(F) u {1}
Felicity Condition: 1¢ Dom(F)

Traces araneither [+definite] nor [-definite]. Hence the NFC does not restrict the domain of
F+$'. Since the index of the trace ¢t is already introduced bg', the domain remains
unchanged.

Beforeproceeding to more complex examples us see whether the truth conditions
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that FCS predis are correct. Truth of a formula is a derived notion in FCS; the basic
notion is truth of a file. This is defined in the simplest way one can imagine.

Definition 2.3 Truth of a File

"[A file] Fistrueiff there is at least one sequenge a such thatZat(F)."
(Heim['82],p. 330)

The next step is to define the notion of the truth of a formitla respect to afile.

Definition 2.4 Truth w.r.t. a File

"A formula¢ istrue w.r.t. afile F if F+¢ is true, and false w.r.t. F if F is true and¢F+
is false" (p. 330)

Note that F4p is defined only ifp is felicitous w.r.t. F, i.e¢ fulfills the NFC. If the input
file alread contains a file card that is connected to an indefinite DP, or does not contain a
file card hat a definite DP or a pronoun needs to be interpreted, the formula is neither true
nor fdse w.r.t. this input file. Hence, implicitly, we have a three-valued logic which fails to
assign truth-values in case the presuppositions of a formula are not fulfilled.

Note that the truth of a formula is now relativized to files, not to sequences as in the
modified MS above. But it is straightforward to give a sequence-based truth definition in
FCS too.

Definition 2.5 Truth w.r.t. a Sequence
A formula¢ istrue w.r.t. a sequence g iff there is a file F such that a Sat(F) and there
is a sequence b such thatdSat(F) and g Bom) b

We can nowdefine thestatic meaning of a formula as the set of sequences which make
the formula true.

Definition 2.6 Static Meaning of a Formula
[¢1={a | is true w.r.t. a }

Now the gatic meaning of dog barks can easily be computed. First we check whether the
sentence (or the corresponding formula) is true w.r.eertiggty file F_, which is <@g A >

(44) ¢ =[[,,a dog] [ e barks]]
F =<gA'>
Sat(F 4) = {a, € A"| a € Ext(dog)A a e Ext(bark)}
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Dom(F, +b) = {1}
Felicity Condition: 1¢ @

The felicity condition is trivially fulfilled. Sat(E $) is non-empty just if there is some
individual in A which falls both under the extensiondofy and ofbark. Since a file is true

iff its satisfaction set is non-empty, & #s true andp is true w.r.t. £ under exactly those

conditions.Otherwised is false w.r.t. F. Since Sat(F ) contains all sequenges,again
true w.r.t. any arbitrary sequence under the mentioned conditions. Hence:

(45) [[ [ .a,dog], [, e, barks]]= AN iff there is a dog that barks, @ else.

S*DP 1

This is the same result as we would get under the static approach. Another example:
(46) [[ she loves him J]={a | <a 3 > Ext(love)}

This falls together with the meaning of the sentence under MS too. Hence FCS is at least
not worse than @ as far as the "clear cases" are concerned. Now let us go on to the
examples MS is unable to deal with in a satisfactory way.

47) A farmer owns a donkey. He beats it.
¢ =1[ [[,pa, farmer] [ [, @, donkey] [ & ownseg]]][ he beatsiit]]
Sat(Fip) = {a € Sat(F)| ae Ext(farmer)A a, € Ext(donkey)A
<a , g >e Ext(own)A <a ,a >e Ext(beat)}
Dom(F+p) = Dom(F)u {1,2}
Felicity Condition: 1,2¢ Dom(F)
[b] = A iff there are two individuals x and y in A such that:

x € Ext(man)A 'y e Ext(donkey)\ <x,y> e Ext(own)n Ext(beat),
@ else

(48) Every farmer who owns a donkey beats it.
d=[every[ [, [,.e farmer] [ who| [, a donkey] [ e ownse ]]]]
[, e, beats if ]]]

We compute the meaning of (48) piecemeal, following the Interpretation Rule (lll) on page
18.

¢ = [or [op€, farmer] [ who[ [ @ donkey] | e owns,e ]]]]
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¢*=[ e, beatsif]

Sat(F4') = {a, € Sat(F)| ae Ext(farmen)A a, € Ext(donkey)\
<a ,3 >¢ Ext(own)}

Dom(F+p') = Dom(F)u {1,2}

Sat(F4'+$?) = {a € Sat(F)| ac Ext(farmer)A a, e Ext(donkey)\

<a ,3 >e Ext(own)A <a g >¢ Ext(beat)}

Sat(F+[ everyp',d7) = {a € Sat(F)lvxvy [xe Ext(farmer)\
y € Ext(donkey)A <x,y> e Ext(own)- <x,y> e Ext(beat)]}

Dom(F+[ everyd',¢7) = Dom(F)

Felicity Condition: 1,2¢ Dom(F)

Note that the definition of the satisfaction set of the output does not depend on particular
values of thesequences at special indices. Hence it either equals the satisfaction set of the
input or it is the empty set, depending only on the model. Accordingly, it holds that

[$] = AV iff wxvy [xe Ext(farmer)A y e Ext(donkey)A
<Xx,y> € Ext(own)- <x,y> ¢ Ext(beat)],
@ else.

This is just the meaning of (48) we are looking for.
The interpretation of the conditional donkey-sentence runs in fully parallel fashion.

(49) a. If afarmer owns a donkey, he beats it.
b. [[O[if[[ .2, farmer] [([ donkey], [ e owns ¢ ]]I]

DP 1

[(he beats if ]]

DPaZ

The semantics of the phonetically empty operator' ‘which is prefixed to bare if-
conditionalsmakes reference to possible worlds, which playgnificant role in the ultimate
formulation d FCS. For the time being, we ignore this aspect. In the extensional version of
FCS we are considering here, 1" turns out to be synonymous to "every". Since both the
restrictve clause and the nuclear scope of (49) are synonymous to those of (48), the whole
sentence is synonymous to the previous example.

| refrain from computing the semantics of a negated sentence; it is easy to convince

oneselfthat the static meaning of [ notd]] is just the complement set of the meaning of

b.
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2.2.2.5 Comparing MSand FCS

This overvew shows quite convincingly that FCS is superior to MS in its empirical
coverage.tlis straightforward to show that FCS is able to deal with intensionality equally
well. Hence it covers the same range of phenomena as MS. Besides this, it is able to deal
with donkey sentences and cross-sentential anaphora. As a further advantage, it offers
principled solutions to problems connected with the existential presupposition of definite
DPs and the anaphora-licensing potential of indefinite DPs. Heim['83b] even offers an
appoach to deal with presupposition accommodation formally, which | will not discuss
here. Nevertheless, some methodological objections are inevitable.

The first pint concerns the status of LF. It is cross-theoretically uncontroversial that
a level of representation which is more or less comparable with GB's S-structure is essential
for any theory of syntax, i.e. one cannot avoid the usage of indices for DPs and the presence
of traces and some other empty categories, though technical implementation may differ
greatly. But it is highly controversial whether we need additional levels of syntactic
representation. Unification-based approaches to grammar like Lexical-Functional Grammar
(Kaplan/Bresnan['82]) or Head-Driven Phrase Structure Grammar (Pollard/Sag['87]) are
purely declaative anyway, i.e. they do not use any notion of derivation from one level to
another. But even current developments inside the generative framework seem to be
incompatible with Heim's notion of LF. In the Minimalist Program (cf. Chomsky['93, '94]),
LF merelyserves to level out cross-linguistic variation or, in other words, its main purpose
is to rescue certain constraints which are held to be universally valid but are almost always
violated atthe surface. LF does not contain specifically semantic information in this setup.
Othea authors who take the principles-and-parameters theory as their starting point insist that
D-structure and S-structure are the only syntactic levels (cf. Jackendoff['94], Ouhalla['94])
or that eve S-structure suffices (Grimshaw['94]). Hence a semantic theory which takes S-
structure as the input for interpretation makes fewer assumptions about syntactic theory and
is ceteris paribus to be preferred. An apologist of FCS might answer that MS needs
something ike Quantifier Raising too, but Cooper['83] shows thatimsitu theory for
guantifiers is possible. One could contr&tompositionality of MS (since MS in the
verson of Cooper['83] interprets S-structure compositionally) with_thecompositionality
of FCS, where the former is methodologically stronger and hence the preferable option.

However MS and FCS not only differ w.r.t. the syntactic level which is subject to
the composionality requirement, but also w.r.t. the notion of compositionality itself. The
interpretationof LF in FCS is compositional only in the weak sense of the Fregean
Principle, while Montagues Principle of Compositionality of Interpretation is much stronger
in that it requirestype correspondence, i.e. expressions of the same syntactic category
denotethe same type of semantic objects. In the figure, the denotations of some English
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expressions under MS and under FCS are compared .

25

(50)
Example English Extensional MS FCS
She loves him S t (set of sequences) t (FCP)
he DP <<e,t>t> e (<<e,t>t>)
a man DP <<e,t>,t> t
every man DP <<e,t>,t> no constituent at UF
man N <e,t> <e,t>
a D <<g,t> <<e, > t>> e (<<e,t>t>)
every D <<g,t>,<<e,t>,t>> <t,<t, t>>
if Comp <t,<t, t>> semantically empty,
and conjunction <t,<t, t>> <t,<t,t>>
owns V (trans.) <e,<e,t>> <e,<e,t>>

It is easy to se that there is no type correspondence in FCS. While the deteevener
denotes &-place predicate on formulae as conjunction does, the indefinite detemaniner
only introdwces a variable and hence goes together with pronouns. DPs either denote FCP
(if they are full definite or indefinite DPs), or variables etc.

The third objection concerns the status of the NFC. It remains totally unclear how
the NFC could be integrated into a compositional reformulation of FCS, yet the truth-
definition above relies crucially on it. The semantic difference between the indefinite article
and a definitgoronoun is stated only in terms of a condition which is in some sense external
to the recursive machinéry .

Of course, all these conceptual disadvantages of FCS are compensated by its
overwhelmingempirical success as long as we compare it with classical MS, but the optimal
soluton would be to combine the empirical advantages of FCS with the methodological
rigor of MS.

°Heim['87 defines the meaning of any simple expression apart from predicates syncategorematically,
but it is asimple exercise to redefine FCS as a type theory such that every basic expression receives an
interpretation of its own.

®Rooth ['87] gives a reformulation of FCS which avoids the usage of the Novelty Condition. This implies
that the Familiarity Condition gets lost as well. Therefore his system is rather a predecessor of G&S's ['91a]
"Dynamic Montague Grammar" than a variant of FCS, and the objections raised against the latter at the end of this

chapter apply to it too.
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2.3 Extensional Dynamic Predicate Logic

In the preceding section, it was shown that Heim modifies all three aspects of interpretation
in the Montagovian framework: she heavily enriches the disambiguation procedure, and she
assigns capletely different semantic objects to English sentences, namely FCPs instead of
truth conditions. Groenendijk & Stokhof ("G&S" in the rest of this thesis)['91a] chose a
more conservative strategy. They leave Disambiguation and Translation roughly as they
werein MS, and instead develop a new interpretation for Intensional Logic. The meaning
this interpretation assigns to a formula is call@htext Change Potential (ccp) and is very
similar to Heim's FCP. We will proceed as follows: In a first step, a dynamic semantics for
first-order predicate logic is introduced. In a second step, this semantics is extended to
intersional type theory. Finally, the translation of a fragment of English into that type theory
is presented.

2.3.1 The Syntax of EDPL

As astandard example for a dynamic first order calculus, | use Dekker'Bp®@&jsional
Dynamic Predicate Logic (EDPL) instead of G&S's['91b] Dynamic Predicate Logic, since
the former lears some crucial advantages over the latter. The syntax of this language is
familiar.

Definition 3.1: The Syntax of EDPL

Predicates
For all reN: P, P, P ™, ... are n-ary predicates
Individual constants
c', c",c", ... are individual constants
Variables
V', v, v'", ... are variables
Terms
tis aterm if t is variable or t is an individual constant
Formulae
)] If P"is an n-ary predicate angd t ,...,t are terms, then
P“(tl,...tn) is an (atomic) formula
i) Ift .and t, are terms, then

I am notcompletely sure whether the "E" in "EDPL" abbreviates "extensional" in Dekker['93].
Beaver['93] proposes "eliminative”, but this seems not very felicitous to me since EDPL is not eliminative under
the standard definition of the term. Anywayjstan extensional and dynamic semantics for first order predicate
logic.
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(t, =t) is an (atomic) formula

i) If ¢ is aformula and x is a variable, then
(3x.9) is a formula

iv) If & andy are formulae, then
(dAY), (—d) are formulae.

We follow the usual conventions in that we omit brackets where possible and abbreviate

(22x.7p) as Fx.$), (=(=dpA~y)) as V), (=(PA-Y)) as -¢) and (~(x=y)) as (xy).
We use the signs x, y, z, X', y" etc. for variables, a, b, c, ... for individual constants, P, P’,

Q, Q™, R, ... for predicates apdd', ¢, ... for formulae.

2.3.2 Contexts
As a model for EDPL, we use the standard definition of a first-order model:

Definition 3.2: Model for EDPL

A model% for EDPL is an ordered pair <E, F>, where
- E is a denumerable infinite set, the individual domain, and
- F is a function which maps every individual constant of EDPL to an element of E
and every n-ary predicate of EDPL to a subset'of E

Remenber that a file in FCS is a pair of a domain of natural numbers and a set of
sequenes, i.e. functions from the set of natural numbers into the individual domain. This
pairing s restricted in such a way that the set of sequences of a file contain only
informaton about the numbers in the domain. Hence it does not really matter what value a
particdar sequence assigns to a number that is not in the domain. Therefore we would loose
nothingif we say that a file contains only partial functions whose domain is just the domain
of the file®. Indices play much the same role in FCS as variables in EDPL. The EDPL-
counterpartof Heim's files,contexts, therefore contaimpartial functions from the set of
variables into the individual domain.

Definition 3.3: Assignment Functions
An assigment function g is a partial function from Var (the set of EDPL-variables) into E.

G=_ U, E

ef VcVar

®In Heim['83a], FCS is modified in just this way.
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Definition 3.4: Contexts

A context ct is a set of assignment functions which share their domain.
_ V

CT =, Uy POWE")

One,but not the only, advantage of the usage of partial assignment functions ("assignments”

for short) insead of total ones (as in G&S['91b]) is that we do not need to encode the

domain of a context explicitly. This is implicitly defined via the domain of the assignment

functions in it.

Definition 3.5: Domain of a Context
Dom(ct) = D iff ctc E°

Some futher notational conventions are useful. The set of contexts exhibits certain
orderings.

Definition 3.6:
ct <_ ct' iff Dom(ct) = Dom(ct) = D and ct ct

This odering forms a complete lattice, since it is simply the superset-relation over the
powersetof E*. The join and the meet of this lattice are @ afd E respectively. "
expresses the relative degree of information about the value of the variables in D that a
cortext encodes. The more information a context contains, the fewer the possible values for
a variable tht are left open. @&, formally the top element in this hierarchy, is called the
absurd context. The anti-atoms, i.e. those contexts which are singleton sets, are called
maximally informative w.r.t. D since they give a unique value for every variable in D.
Anotherway to increase the information a context contains is to extend its domain.

Definition 3.7: Context Inclusion
ctc ct' iff Dom(ct)c Dom(ct)A
viect:JectiicjAvkect:dlect:lck

ct' includes ct iff ct' contains exactly the same information about the variables in Dom(ct)
as ct itelf contains, but ct' also contains information about additional variables. This is
agan an ordering of the informational content of contexts. Hence we can combine both
orderings.

Definition 3.8: Informativity
ct < ct'iff Jet"[ct < - ct"A ct" = ct]
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This sgs that every assignment in ct', the more informative context, is an extension
(formally: a superset) of an assignment in ct, but there may be assignments in ct which do
not have an extension in ct'.

Fact 3.1:
ct < ct' iff Dom(ct)c Dom(ct)AVi[i e ct'~ Jj[] e ctAj<i]]

This notion of informativity can easily be related to basic set-theoretical relations: every
context uniquely defines a set of total assignmentsoiitgpletion:

Definition 3.9: Completion of a Context
compl(ct) = . {ge EV¥|3ifie ctAicq]}

The ompletion of a context ct contains the same information about the value of the
variables that are in the domain of ct. Now it holds that:

Fact 3.2
ct < ct' iff compl(ct’)c compl(ct)A Dom(ct)c Dom(ct’)

To beable to return from the completion of a context to the context itself, we need the
notion of therestriction of a context to a domain:

Definition 3.10: Restriction of a Context
)] \D=_in{<via>[veDAaeE} (withD cVar)
i) ct\D :def{i | 3j[j e ctAi=|\D]}

Fact 3.3
For any context ct: ct = compl(ct)\Dom(ct)

Since the informativity-ordering between contexts reduces to a conjunction between a
subset-relatiorbetween the domains and a superset-relation between the completions, the
whole £t of contexts form a complete lattice w.r.t. informativity. Accordingly,j the and
themeet operations are straightforwardly definable in terms of set union and intersection:

Definition 3.11: Join and Meet
ctm ct' = [compl(ct)h compl(ct’)]\ [Dom(ctju Dom(ct’)]
ctu ct' = [compl(ct)u compl(ct’)]\ [Dom(ct)h Dom(ct)]
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Fact 3.4
vct, ct'[ct< ctm ct' A ct' < ctm ct' A vet"[ct < et A ct' < ct" - ctm et < ct]]
vct, ct'[ct> ctu ct' A ct' > ctu ct' A vet"[ct > ct" A ct' > ct”" - ctu ct' > ct]]

This gives us the minimal and the maximal elements of the informativity-ordering, the
context of ignorance (called1) and theabsurd context (called0) respectively:

Definition 3.12;
1=}
0 :def Q

Fact 3.5
1=UCT

0=r1CT

Again, we have the set of anti-atoms as the maximally informative contexts:

Definition 3.13: Maximal Contexts
ct is maximal iff ct = {i} and Dom(ct) = Var

Now remember that the meanings of formulae, ccps, are partial functions from contexts to
contexts. We define:

Definition 3.14: Context Change Potentials
ccp=_ U CT°
def ~aCT

According to this definition, it is possible that the output of the application of a ccp is less
informative than the input. It is highly probable that we need such ccps if we try to model
belief-revision phenomena, but in this dissertation, only informative ccps are investigated.
Following the terminology in G&S['93], ccps that increase the informativity of a context
have theupdate property or, for short, areipdates:

Definition 3.15: Updates

A ccpt has the update property iff for all contexts ct suchtf&) is defined:
ct < t(ct)

UP =t CCPh POW(x)

The £mantics of EDPL that is given below ensures that the interpretation of a formula is
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alwaysan update. There is one particular update that is a prerequisite for the definition of
existential quantification:

Definition 3.16: Domain Extension
ct[x] = { |7ill e cthae EAj=iu{<x,a>}]}iff x ¢ Dom(ct), undefined else

Fact 3.6
Dom(ct[x]) = Dom(ct)u {x} if ct[x] is defined
compl(ct[x]) = compl(ct) if ct[x] is defined

Literally speaking, this defines a whole family of updates, one for every variable in Var.
The idea is not too complicated; the domain of the input context is extended with x and x
can reeive any possible value in the output (hence we do not have additional information
about the vale of x in the output). The values assigned to the other variables do not
change. Theandition that the newly introduced variable must not be in the domain of the
input is the EDPL-counterpart of the Novelty-Condition in FCS. Here, though, it is not an
externd condition which governs interpretation but an integral part of the interpretation
itself. In principle, the definedness-condition is superfluous here; if x was already in the
input donain, the elements of the output would not be functions and hence the output itself
would - according to the definitions - not be a context.

2.3.3 The Semantics of EDPL

The interpretation rules are given in postfix notation, as is standard in the dynamic
semantics literature.

Definition 3.17. Postfix Notation
For all EDPL-Models%¢ EDPL-formulaep and contexts ct:

[ bl (C) =, ClD] e

Definition 3.18 Semantics of EDPL

Let an EDPL-Modelc¥* = <E,F> be given. It holds for every context ct and every
assignment i that

)] |Clge =, FE) iff cis an individual constant
i) IXNger =4e i(x) iff x is a variable
"I) Ct[P(tl’ B} tn)]"%):def {I eCtl <”tl” oSVfl’i’ B ”tn” oSVF”i> € F(P)}
iff P(t,, ... ,t ) is an atomic formula and Vadt, ... ,t } < Dom(ct)

V) otlt, = o= €Ot It e = I }
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iff t, t are terms and Var {t ,t } < Dom(ct)

V) Ct[EIXCI)] "%):def Ct[X] o%£ (l)] o
iff X is a variable and is a formula

vi)  ctld A Wle= g, Clod Wlwe
iff ¢ andy are formulae

vii)  ct[= ]~ (compl(ct) - compl(ctp]))\Dom(ct)
iff ¢ is a formula

The first two clauses are standard from classical logic. The clauses for atomic formulae are
very similarto the interpretation rules for atomic formulae in FCS. First, the truth or falsity
of the famula is evaluated w.r.t. the single assignments in the input context. Afterwards,
those assigments that make the formula true "survive" in the output, while those that make
the fomula false are in turn filtered out. If the formula contains variables the assignments
are not defined for (i.e. that are not in the domain of the input), evaluation becomes
impossible and hence the output is not defined. Every atomic formula containing free
variables s defined only for those contexts that define values for these variables. This is the
counterpart of the Familiarity Condition in FCS.

Dynamicconjunction is defined as function composition, which again is reminiscent
of the FCS-interpretation of molecular formulae. Since function composition is generally
associative, we automatically have:

Fact 3.7 Associativity of Dynamic Conjunction
For all formulaep,y,y:

[ A W) A =1 A WA X))

But we wil see that - contrary to static conjunction - dynamic conjunction is not generally
commutative.

In static logic, negation is usually - explicitly or implicitly - defined as set
complementation. A straightforward dynamic adaptation of this idea would be

(51) ct[-d] = ct-ctip]

There are indct dynamic calculi where negation is defined in this way. But in EDPL, it is
not geerally the case that the output of an update function is a subset of the input. Set
inclusion is only provided if we shift from partial to total assignments. This motivates the
useof the completion function. To reach the final output, we have to restrict the domain

again. There are two candidates for the output-domain: Dom(ct) and Do (BEmember
that free variables, which correspond to FCS's file cards, model anaphora and that



3. Extensional Dynamic Predicate Logic 33

accordngly the logical counterparts of indefinites - dynamic existential quantifiers -
introduce nw variables (file cards). Hence it is an empirical question, whether we allow
indefinites in the scope of a negation to bind anaphora outside that scope.

(52) John does not own a car. *It is a Porsche.
(53) John does not own a car anymore. He sold it last week.

The exampleshow that there is empirical motivation for both points of view, but it is
reasonale to assume that the specific usage of the indefmitar in (53) requires an
additionalmechanism, while the nonspecific use is the default case. Hence we assume that
negative statements do not change the domain of the context.

The most interesting aspect of EDPL is certainly its treatment of existential
guantification. In a certain sense, it is just this aspect that makes EDPL dynamic. Remember
that existential quantification in classical logic is defined as a meta-linguistic existential
statemen over assignments. In EDPL, the assignments that make the formula quantified
over true are created by updating. Take an example:

(54) Ix.farmer'(x)

Remember tht 1 is a singleton set that contains the empty assignment function as its only
member. We updatewith (54).

(55) 1[ax.farmer'(x)] = 1[x][ farmer'(x)]
={j|1 e {8} hae EAj=iu{<x,a>}}] farmer'(x)]
={ilae EAi=0u {<x,a>}}] farmer'(x)]
= {{<x,a>}| a € E}{farmer’(x)]
= B¢ Farmer'(X)]
= {{=x,a>} x| e F(farmer’)}
= {{<x,a>}| a € F(farmer')}

f<x.a>)

The output contains only singleton functions with x as the only element in its domain and
the extension diarmer as its range. If we abstract away from a particular input, we have:

(56) a. ctpx.farmer'(x)] = ct[x][farmer’(X)]
={jli ecthae EAj=iu{<x,a>}}[ farmer'(x)]
={j|i ecthae Fffarmer') Aj=iu {<x,a>}}
iff x ¢ Dom(ct), undefined else
b. x e Dom(ctEx.farmer'(x)])
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c. compl(ctpx.farmer'(x)] = compl(ct)n {g| g € EY* A g(x) € F(farmer')}

Note that thedst three lines are nearly identical to the interpretatiofhefe is a farmer
under FG, if "context” is replaced by "file" and "completion” by "satisfaction”, but we do
not need to make reference to morphosyntactic notions like [-definite] here.

The essentially "dynamic" character of EDPH""allows it to "bind" variables that
are outside its syntactic scope.

(57) ctBEx(farmer'(x)) A walk'(x)] = ct[3x.farmer'(x)][walk’(x)]
={j|i ecthae Ffarmer') Aj=1u {<x,a>}}[ walk'(x)]
={j|1 ecthaec Fffarmer') A aec F(walk') A j=1iu {<x,a>}}
={j| 1 e cthae (F(farmer') n F(walk')) A j=1u {<x,a>}}
= ct[2x (farmer'(x) A walk'(x))]

iff x ¢ Dom(ct)

This corresponds to the FCS-interpretatiod édrmer walks. Generally, it holds that

Fact 3.8 Dynamic Variable Binding
13X.d) A W] = 13X.(d A W)

This follows immediately from the associativity of function composition. If we assume that
sentege-sequencing is translated as dynamic conjunction, cross-sentential anaphora no
longer cause difficulties:

(58) A man walks. He whistles.
ct[(Ix.(man'(x) A walk'(x)) A whistle'(x)] = ct[(Ix.(man'(x) A walk'(x) A whistle' (x))]
={j| Ji,a: iect A ae (F(farmer)n F(walk') n F(whistle')) A j =1 u {<x,a>}}

It does not comas a surprise that, as everywhere in life, we have to pay for this advantage.
First, alphabetic variation is not valid in EDPL.

Fact 3.9
It does not generally hold thigb| = |[y/X] |

Second, dynamic conjunction is, contrary to its classical counterpart, not generally
commutative:
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Fact 3.10 Non-commutativity
There are EDPL-formulad andy such that

[PAYT # [WAD]

An obvious example is¢ = Ix.Px , ¢ = Qx". "|Qx A IXPX|" is just the empty function
since the first conjunct requires x to be an element of the input domain while the second

conunct is only defined if this is not the casg3X.Px A Qx|", on the other hand, is
defined in every context where x is not in the domain yet. But there is a restricted version
of commutativity in EDPL.

Fact 3.11 Restricted Commutativity
For any EDPL-formulaé andys, it holds that
[ dAY ] = [WAD| if neither|dAy| = D norjyAd| = D

A third crucial difference with respect to classical logic arises if we investigate the
interaction of dynamic quantification and dynamic negation.

(59) ct[=x.Px] = (compl(ct) - compl(cHx.Px]))\ct % x¢ Dom(ct)
= ctiff F(P) =g,
0iff F(P)+ @

Sincethe only variable in the formula considered in (59) is x and x must not be in the
domain of he input, the output does not really depend on the particular input-assignments
but only on the model. Now see what happens if we negate a negated formula:

(60) ct[-ax.Px] = (compl(ct) - compl(ct[ax.Px]))\ct % x¢ Dom(ct)
= compl(ctpx.Px])\ct
= ctiff F(P)= @,
0iff F(P) =0.

The duble negation of an existential formula boils down to an ordinary, "quasi-static"
exisential statement about the extension of the predicate in the model. This is why double

negation is sometimes calletic closure.

Fact 3.12 Double Negation
It does not generally hold thip| = |- .

But again there is a restricted version. Double Negation has the effect of restricting the
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output to the domain of the input.

Fact 3.13
For all formulaep and contexts ct it holds that
ct[-—¢] = ct[p]\Dom(ct)

The proof félows immediately from the definitions. If a formula does not contain an dctive

ocaurrenceof 3, it does not change the domain anyway. Hence static closure has no effect
at all.

Fact 3.14 Restricted Law of Double Negation

For all formulae¢, all formulaeyr that are (improperly) contained ¢ and contexts ct, it
holds that

[b1 = 1S[(—y)\]l iff Dom(ctp]) = Dom(ctip[(=—y)\y]])

Particularly, this implies that——¢| = ||, |-——-P| = |-—d| etc.

It is worth noting that although an existential quantifier in the scope of negation
cannot Ind variables outside of this scope, an existential quantifier can bind into the scope
of negation.

(61) a. Aman walks. He does not talk.
b. ct[(@x. man'(x) A walk'(x)) A —talk'(x)]
= ct[x][man'(x)][walk' (X)][~talk' (X)]
={i| 3j,a:je ctA ae ((F(man') n F(walk')) - Ftalk")) Ai =] u {<x,a>}}

To anayze the donkey constructions, we first have to consider the behaviour of implication
and the universal quantifier. We start with implication.

Fact 3.15 Dynamic Implication
ctfo- ] = ct[-(pAy)] % by definition
= {iect| i ¢ ct[--[pA-y]}
={iect]i¢ ct[-—d] Vi e ct[--d] Ai ¢ ct[-~(dA-Y)]}
={iect|i¢ ct[-—p] Vi e ct[--d] A € ct[-~(dAY)]}
={iect] i e ct[--d] ~ i € ct[-~(dbAY)]}
={iect|vj(i cjAnjectp] -3k jckAkectidpry])}

°An active occurrence of 7 is an existential quantifier that is not in the scope of negation.



3. Extensional Dynamic Predicate Logic 37

At the metalinguistic level, dynamic impliean is closely connected to classical implication.
The situation is similar for dynamic universal quantification.

Definition 3.19
ct[x/a] = _ {iv{<x,a>}| ae EAi e ct} % x ¢ Dom(ct)

Fact 3.16 Dynamic Universal Quantification

Ct[vX.}] = ct[-3IX.~P] % by definition
= {iect| i ¢ ct[--3IX.~d]} % x ¢ Dom(ct)
= ct iff vacE: ct[x/a][p] = 9,
Oelse

Universal quantification acts as a test. If the result of updating ct vdip] does not
depend onhte particular value of x, the input is left unchanged. Otherwise the absurd state
results.

The basis for the analysis of donkey constructions is the following equivalence:

Fact 3.17 Donkey Equivalence
For all formulaep andy and variables x, it holds that

13X.d =~ Wl = [VX($ - ¢)I

Proof:
1.13x.d - ¢ = [~(3@x.dA-¢)] % by definition
= 123X A )l % dynamic binding
= [=3X.5a(d A )] % restr. -
= [vx(=(d A )] % by definition
= 1vX(d - W)l % by definition
O

The equivalence also holds in classical logic, but only with the restriction that the variable
bound by the quantifier does not occur free in the consequence. In EDPL, there is no
restriction. A linguistic example at hand is

(62) a. Ifaman isin Athens, he is not in Rhodes.
b. Every man who is in Athens is not in Rhodes.

EDPL correctly predicts that these sentences are equivalent.
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The treatment of the actual donkey sentences is now pretty straightforward.

(63) Ifafarmer owns a donkley,ihe beajlts it
I2x(farmer'(x) A Jy(donkey'(y) A own'(X,y))) - beat'(X,y)|
= |Ix(farmer'(x) A Jy.donkey'(y) A own'(x,y)) - beat' (X,y)| % dynamic binding
= |3x3y(donkey' (y) A farmer'(x) A own'(X,y)) - beat'(x,y)| % restr. comm.
= |3x3y(farmer'(x) A donkey' (y) A own'(x,y)) -~ beat' (x,y)| % restr. comm.
= |vx(Jy(farmer'(x) A donkey'(y) A own'(x,y)) - beat'(x,y))] % donkey eq.
= |wxvy(farmer'(x) A donkey'(y) A own'(x,y) - beat'(X,y))] % donkey eq.

(64) Every farmer who owns a donkey beats it

I'vx(farmer'(x) A 3y(donkey'(y) A own'(X,y)) - beat'(x,y))I
= |vx(farmer'(x) A Jy.donkey'(y) A own'(X,y) - beat'(x,y))I % dynamic binding
= |vx(3y.donkey' (y) A farmer'(x) A own'(x,y) - beat'(x,y))| % restr. comm.
= |vxvy(donkey'(y) A farmer'(x) A own'(x,y) - beat'(x,y))| % donkey eq.

EDPL predicts that the sentences are equivalent. Furthermore, they are interpreted as a test
update.This update leaves the input context unchanged if it holds that for every pair <f,d>

of individuals in E such that f falls under the extensionfavfmer, d falls under the
extengon of donkey and <f,d> falls under the extensiona¥n, then <f,d> falls under the
extenson of beat. Otherwise the absurd context results. These are just the truth conditions
of the releant sentences. This is a nice example for the fact that truth conditions, though
superfluous for the semantics of EDPL, can be derived from the dynamic interpretation.

2.3.4 Truth and Entailment in EDPL

This way of deriving truth conditions of a formula from its update potential can be
generalized. Té first step is the notion dfuth in a context. Here the notion of context
inclusion introduced earlier becomes important.

Definition 3. 20 Truth in a Context
For all models9¢ contexts ct, and formulag it holds that

ct, ¢ iff ct c4.Ctd] 40

The underlymg idea is that a true update does not eliminate possibilities in the input,
although it may extend them. It follows immediately from the definitions that:
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Fact 3.18
For all models M, contexts ct, and formulpgt holds that:

Ct = 4= Iff Ct[-— ] 4= Ct

There are several ways to generalize this to the quasi "context free" notioatlofin a

model. We either require the formula to be evaluated to be true in some designated context
(1 is obviouslythe best candidate), to be true in any context where it is defined, or to be
true in some context.

Definition 3. 21
e O Iff L= o
= ¢ iff for all contexts such that df] is defined, it holds that

Ct= e
-~ ¢ iff there is a context ct such that

Ct = o

These threeariants of truth collapse as long as we consider closed formulae, but they differ
w.r.t. formulae containing free variables.

Fact 3.19
For all variables x, formula¢ containing an occurrence of x that is not dynamically bound,
and modelg9¢ it holds that:

Foe' &

—e § Iff = 02 VXD

'=o%>3 ¢ iff '=o%>3 X.$

The second version corresponds to truth in classical first order logic and the third to truth
in FCS. The ifst version gives us a kind of three-valued semantics (or a semantics with
truth value gaps, to be precise), since x is freepiioe and hence neither the formula itself

nor its negation are true. The decision between these options is not as simple as it might
look. Take an arbitrary sentence containing a "free" pronoun.

(65) He is alawyer.
It is had to judge whether this sentence is true or false (or neither) even if we knew

everything about the world, as long as we do not know Whagfers to. Unequivocally, it
is true if there are only lawyers all over the world. Hence the second version is not
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compleely upside down, although it might be too strong. The third option, which only
requires thathere is at least one lawyer, is presumably too weak. The first option leads to
very counterintuitive results.

(66) If she is a lawyer, she is a lawyer.

This sentences intuitively true no matter whehe is or how the world looks like, but

according to truth definition No. 1, it lacks a truth value, while it is true both under the
secoml and third truth definition. The second one is not very convincing either, since under
this ddinition, any formula with unsatisfiable presuppositions would be a tautology. Take

"P(X) A 3IX.-P(X)" as an example. Its interpretation is just the empty function since "X"
cannot ke new and old at the same time. Nevertheless it is true in every model according to

~q5- Hence it should be required that the formula is defined at least in one context. A
combination of the second and the third option is closest to intuition.

Definition 3.22 Truth in a Model

= e iff =52 ¢ and=_2 ¢

This discussion illustrates once again the fact that truth conditions are not fine-
grained enough to describe meanings sufficiently.
The definition oflogical truth is now obvious.

Definition 3.23 Logical Truth
= ¢ iff for any modelc?®: .0

Before defining entailment formally, we have to decide how an intuitively
sdisfactory dynamic consequence relation should look. The following deduction is surely

valid.

(67) A man is in Athens.

He is in Athens.
But the next deduction obviously is not valid.

(68) A man isin Athens.

There are men and every man is in Athens.
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Hence the traditional definition of entailment ("The consequence is true in every
modelindex where the premises are true") would lead to absurd results (remember that

"P(x)" and "9x.P(x) A vy.P(y)" have the same truth conditions). Therefore this definition has
to be modified slightly.

Definition 3.24 Entailment
b =4 U iff for all contexts ct: ct ,.¢ implies ct= ,.(dAY)
¢ = y iff for all modelsc¥®: ¢ = -0

This ersures that entailment is dynamic in that an existential quantifier in the premise
licensesa free variable in the conclusion. As an example, it holds thaP(x) = P(x)",
which corresponds to (67).

To see that the effort pays, let us consider an example where static semantics fails
to predict the correct entailments.

(69) a. If someone is a man, (s)he is mortal.
Socrates is a man.

Socrates is mortal.

b. (@x.man'(x) - mortal'(x)) A man'(s) = mortal'(s)
vogget:[ cte ct[(3Ix.man'(x) -~ mortal'(x)) A man'(s)] 4 ~
ct = ct[(aIx.man'(x) -~ mortal'(x)) A man'(s) A mortal'(s)] »e

ct= ct[(Ix.man’'(x) - mortal'(x)) A man'(s)] 4-
x ¢ Dom(ct)
ct[(@x.man'(x) -~ mortal'(x)) A man'(s)] 4 = ct iff
Iman'| 4ec [mortal'| 4 and|s | 4= € [Mman'| 4 , 0 else
ctz 0
Iman'| g.< [mortal’] s-and|s' | g-€ [Man'| .
IS ge€ IMortal’] e
ctimortal'(s)] 4= Ctiff |S| o€ [Mortal'| s O else
vct': ct'[mortal’(s)] 4= ct'

ct[@x.man’(x) - mortal’'(x)) A man'(s)] = ct

© 0o N o b



42 Chapter 2. The Dynamic Framework

10.  ct[@x.man'(x) - mortal'(x)) A man'(s) A mortal'(s)] 4~ ct
11. cte ct[(Ix.man’(x) -~ mortal'(x)) A man'(s) A mortal'(s)] 4-
Ol

2.4 Dynamic Extensional Type Theory

The aim of tle whole enterprise is the combination of the theoretical insights and the
empiricd coverage of File Change Semantics with the methodological rigor of Montague
Seamantics. But at the present stage, we are rather in the position of Pre-Montagovian
sematicists. We have developed a logical calculus which shows some features that are very
desirablefor linguistic semantics, but there is no link between English or any other natural
languageand EDPL besides an intuitive correspondence relation between English sentences
and EDPL-formulae. Particularly, there are no direct EDPL-counterparts to English lexemes
like every, a, be etc. In general, it is impossible to formulate a compositional translation
function between English and any first-order language. The consequence that a higher-order
langua@ is necessary seems inevitable. Specifically, the language has to be augmented with

the A-operator. At first glance, this does not seem to be too difficult. We could simply
extend the syntax and the semantics of EDPL with some additional clauses:

(70) a. Besices individual variables, there are predicate variables V *, V" ..., ranging
over n-ary predicates.

b. If ¢ is a formula and v is a variabley.¢ is a predicate.

(71) ||Ax.a(b)|g =|aj, , where h is exactly like g besides it maps mbg

But this strategy causes serious problems, since assignments are already occupied by their
dynamc functions. EDPL-formulae are interpreted as updates, i.e. functions from sets of
assgnments to sets of assignments. Hence their interpretation cannot depend on some
particularassignment. But this dependency is necessary to maomversion work. As it

turns out, the dynamics of EDPL blocks an extension of the language withdperator in
the usual way.

G&S['91a], elaborating on Jasen['84], make a really ingenious proposal to overcome
this difficulty. They observe that this problem is similar in nature to the semantics of
intensional contexts.

(72) Itis possible that John is a lawyer.

As everybay knows, the (extensional) meaning of this sentence (its truth value in static
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semants) does not depend functionally on the meaning/truth value of the embedded clause.
The modal operatopossible acts like an existential quantifier over possible worlds, and the
embeddectlause is evaluated w.r.t. the worlds introduced by this quantifier, not only to the
actualworld. The conclusion Montague draws from this observation is that the meaning of
the complementlause in is not its truth value but a proposition, i.e. a characteristic function
over the set of possible worlds. Similarly, the dynamic existential quantifier introduces new
assignment functions, and formulae following such a quantifier have to be interpreted w.r.t.
to these new assignments. Hence it is convenient to use the technical tools developed in
Montague's Intensional Logic but to replace worlds by assignments. Accordingly, the
dynamic existential quantifidsecomes literally a modal operator, and the logical counterparts
of pronounsyvariables in EDPL, are formally not any longer variables, but rather a special

kind of constant. Hence "ordinary" variables become free to be used to dledivsraction.

The concrete realization of these ideas that is presented here differs in some respects
from G&S'sDynamic Montague Grammar. The most important modification is the use of
partial sequences instead of total ofles . This reflects just the difference between DPL and
EDPL at thefirst-order level and therefore makes a crucial difference. The second point is
rather a maer of taste. G&S start to define a full-grown static type theory with truth-
conditional sentence connectives, quantifiers Bte dynamic connectives and quantifiers are
derived from the static ones and are actually abbreviations of quite complex static
expressions. | think that it is more convenient to define the dynamic operators as logical
constantsbut | suppose that this does not make a real difference. The major advantage of my
strategy is the fact that Dynamic Extensional Type Theory (DETT for short) is syntactically
as close to EDPL as possible.

2.4.1 The Syntax of DETT

As mentoned above, besides "ordinary" constants and "ordinary" variables, there is a third
kind of ronlogical expression in DETT, which play much the same role as variables in
EDPL. FollowingG&S['91a], | call these entitiediscour se markers. For simplicity, they are
identified with natural numbers, although it should be kept in mind that the ordering plays
no role hee. There are some new types and operators in EDPL, but for the reader who
knows Intensional Logic, this should not cause major problems.

'To beprecise, G&S use "states" instead of possible worlds, where states are primitive entities, and the
"dynamic variables" (discourse markers) denote functiam Btates to individuals. But every G&S-state defines
a unigue total sequence (by application of the funcliehd.F(d)(s)), andence it makes no practical difference
whetter the "worlds" are identified with states or sequences. For a more extensive discussion of the issue, see
Beaver['93], p. 22.
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Definition 4.1 Types
TYPE, the set of types of DETT, is the smallest set such that:

e,t,upe TYPE,
If « andp € TYPE, <,p> ¢ TYPE.
If & € TYPE, <sg>e TYPE

Definition 4.2 Vocabulary
For any typer € TYPE, Con =, c’,c”, ...} are the constants of type
Con=u__ .. Con.

For any typer e TYPE, Var ={v, v

, v ", ...} are the variables of type
Var = U‘E cTYPE Var‘r
DM = N is the set of discourse markers.

DETT = Conu Varu DM u {=,A,—,1,1,%,74,3,.95,(), .}

Definition 4.3 The Syntax of DETT
Exp, the set of well-formed expressions of DETT, is the smallest set such that

i) If « € VAR U CON ,a € EXp.

1)) If « € DM, o € Exp,

iii) If oe Exp . andp e Exp_, @(P)) € Exp.
iv) If « € Exp_and ve VAR , (Av.a) € Exp(m>
V) If & € Exp_andp € Exp, (@ =) € Expup
Vi) If ¢ e Expup, () e Expup

vi) If de Expup and ve VAR, 3v.¢ € Expup
viii)  If ¢ e Expup and ve VAR, W.¢ € Expup

iX) If ¢ e Expup and dc DM, £d.¢ € Expup

X) If o, ¢ € Expup, dAY) € Expup

Xi) If & eExp . lde Expup

i) I ¢ e Expup AP e Exp,

xiiiy If ¢ e Exp , e Exp(svr>

xiv) If e Exp<sﬂ> , & € Exp,

xv)  Forallt e TYPE, ifa € EXp ,a € Exp

Falowing the usual conventions, we omit brackets where possible, and wedwijteor
(= A ), -y for =(p A =), T for Iv.v=v, 1. for -3v.v=v, a=p for =(e=p), and.4d.¢
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for «d.—¢.

One mightobject that the usage of a third basic type ("up” for "update"”) besides the
usual ones €" and "t") complicates ontology in comparison with DMG, but this is not really
a problem, since, as we will see immediately, the interpretations of DETT-expressions are
made from individuals, truth values and natural numbers only, just like in DMG or FCS.

2.4.2 Models, Domains and Contexts

Although DETT has an intensional outfit, the interpretations of DETT-expressions are purely
extensional entities (that's why it is called Dynankigtensional Type Theory). Hence
DETT-models do not differ significantly from models for a static extensional type theory.

Definition 4.4 Model for DETT

A modelc%® for DETT is an ordered pair <E,F>, where
- E is a denumerable infinite set, the individual domain, and

- Fis a function that maps each DETT-constant of tyjgean element of Domj.

The courerpart of possible worlds in IL are good shjuences, i.e. total functions from the
setof discourse markers into the individual domain, just as in DIL. These objects are familiar
from FCS.

Definition 4.5 Sequences
S= M

def
The definiton of acontext is much the same as in EDPL, with the technical difference that
we havediscourse markers instead of variables and partial sequences instead of assignments.
Crucidly important is the fact that interpretation is relativizedtotal sequences, while
contexts a@ made fronpartial ones. Hence a reduction of the type "up" to "<<s,t>,<s,t>>"
or to "<s,<<s,t>,t>>" as in DIL, is impossible here.

Definition 4.6 Contexts

A context ct is a set of sequences which share their domain.
— D

CT=_ U, POME")

The various orderings and algebraic operations over the set of contexts (context inclusion,

informativity, completion, join, meet, ...) and the designated confeatsl1l are analogous

to the corresponding notions in EDPL. | therefore omit the definitions here.
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Definition 4.7 Domains

Dom(e) = E

Dom(t) =, {1,0}

Dom(up) = U {u e CTT= Domet}  POW(<) |

“def ~f,nc DM, fon =@

vct [ Dom(u(ct)) - Dom(ct) = n]u {4}
For all typest,o € TYPE:
Dom(<sz>) =, Dom()®
Dom(<o,7>) =, _ Dom()”")

A few comments on the definition of Dom(up) might be in order. in EDPL, all upward
monotonic partial functions on contexts were considered to updates. Nevertheless, only a part
of this domain occurred as possible interpretation of a formula. Undefinedness only occurred as
consequence of a violation of the counterpart of the Novelty-Familiarity-Condition.
Consequently, for any EDPL-formula interpretation, there are two mutually exclusive fixed sets
"f" and "n" of familiar and new variables respectively such that any context in the domain of the
update includes f and excludes n. The domain of the output of the updates differs from the
domain of the input exactly insofar that it also includes n.

Since in DETT, there are also type-up constants and variables, we have to ensure that
their interpretations show these properties too. This is the idea behind the first part of the
definition. Since this set excludes the empty function, but the latter may occur as interpretation
of certain complex formulae (like the DETT-counterpart of "P(x) A VX.P(x)"), the empty
function has to be added to Dom(up) explicitly.

2.4.3 The Semantics of DETT

Variables (as gmosed to discourse markers) are interpreted by means of assignment functions
in the usual way.

Definition 4.8 Assignments
The set G of asgnment functions is the set of functions that have the set of variables as

their domain and assign to each variable of typ@ element of Dom(.

If g € G, xe Var_, and a& Dom(r), it holds that
glx/a] =, f(f e GAf(X) = anwyly = x - f(y) = g(y)])

Before the we @&n give the semantics of DETT, we need the notion obpiea discour se
markers of a DETT-expression as a prerequisite. A discourse marker d in a DETT-

expressione is called "open" iff the meaning of the expressions properly depends on the
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value d receives under different sequences.

Definition 4.9 Open Discourse Markers
vs,s',d[s T S Dom(s-s') = Dom(s'-s) = {d}]
vd,glde od(e) =, 3s,S[s  shfal *lal ]

The definitions for formulae (type-up-expressions) are again given in postfix notation.
Relativization to the model’# is omitted for convenience.

Definition 4.10 Semantics of DETT

For any modet% = <E,F>, ge G and s= S, it holds that
i) ||c||gs e fF(c) iff c € Con,

i) IVI 6 = et g(v) iff ve Var,

i) Idj s(d) iff de DM,

g.s d f
iv) ||<>6([5)||gs dor| 1 g,gllﬁll g)s,
V) ”AVT'“o”g,s defl,f(f € Dom(<c,0>) A wx: f(X) = ”“”g[v/x],s)’
Vi) "o || . f(feDom(<sz>) A vt € S: (1) :||a||g),
vii) "ot leel  (S),

g,s def g,s

viii)  ctfa B] = it € CtivsTte s'~ | o5 181 g‘l}
iff Od(oc) u od(B) < Dom(ct), undefined elst
iX) ct[—ncb] Sttt tet At e ct[cb]g’s},
X) Ct[d>/\1IJ]gs eS0T 0]
X) OBV, = Uy O
ii) Ct[vvf'd)]g,s def I xe Dom(x) Ct[d)]g[v/x],s’
Xiii) ct[(?d.cb]g’S: srcompl(ct\(Dom(ct)o {d}))[ ¢]g,s
iff d ¢ Dom(ct), undefined else,
Xiv) ct[noc]g'sz sitect|vste s'~ [al os 1]}
iff od(«) < Dom(ct), undefined else,
xv) 1ol 1iff |l 0s” BN

it = sSA{t}] ¢]g,si5 defined- {t}[ ¢] o 0].

g[vix],s

g,s def

Contrary other extensional type theories, the interpretation of an expression is relativized not
only to the model and the assignment function, but to sequences too. In particular, the

' Note that theénterpretation of «=p is defined in every index. This interpretation may be a partial
function, but this is another story. In other words, DETfaisa partial logic in the sense of Muskens['89].
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interpretation of the discourse markers immediately depends on the particular sequence. If we
borrowv the terminology of possible-world semantics, constants and variables are rigid
expressions. It is noteworthy that in the clauses where updates are built from the meanings
of non-update-type expressions (identity and up-arrow), the interpredatgsmot depend on

the paticular sequence either, and this property is transferred to complex updates. But on the
other handwhether an update provides an output in a certain input context depends on the
domain of the input. Hence we have to distinguish betwegen andfamiliar discourse
markers The definition of "open discourse marker" is given above. It says that the
interpretation of an expression depends on the interpretation of certain discourse markers.
It is important that the set of open discourse markers does not necessarily depend on the
syntactic brm of the expression. By way of illustration, consider the following examples,
wherea discourse marker not bound by a quantifier is not open, and one where an open
discourse marker does not occur syntactically:

(73) a. od("8)=9@
b. Suppose it holds thag,s: ||intension_of_fiv§s o o5 I"5] o8
Then od("intension_of _five) = {5}

The setof familiar discourse markers, on the other hand, is defined only for updates.
It contains those discourse markers that matter foouhgut of the update when applied to
a particular input.

Definition 4. 11 Familiar Discourse Markers
Forallp e Expup, it holds that:
fd() =, Dom( {ct| ct[¢] is defined})

The notion of familiar discourse markers of a formula corresponds to the notions of old
discairse referents in DRT or familiar file cards in FCS. Obviously, there is a close
connection between open and familiar d-markers.

Fact 4.1

i) fd(e«=p) = od() u 0d(@)
i) fd(1e) = od()

i) od(lp) < fd(d)

The last claus follows from the following fact which is a consequence of the way Dom(up)
is defined.
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Fact 4.2

For all model9%, sequences s, assignments g, contexts ct and ct', and formulae
b e Expup, it holds that:

i) [ct[cb]glsis defined= ct'[¢] gLSis defined] if Dom(ct) = Dom(ct’),

i) (ct L ct')[cb]glsis defined if ctfp] g‘Sand ct'pb] Jare defined.

Note that the implications go only in one direction.

The clause®f the intensor and the extensor are equivalent to the corresponding ones
in IL. Identity is a straightforward generalization of the corresponding notion in EDPL, but
since itis a relation between meanings of arbitrary types now, it allows for instance to state
equivalence between updates in the object language itself and not only in the metalanguage
as in the EDPL-paragraphs. Negation and conjunction are analogous to the EDPL-
connectivesanddynamic existential quantification ("£") is practically equivalent t@ in
EDPL, o, except that we have discourse markers instead of variables. The definition of
static existential quantification ("3") and static universal quantification ("v") is an
extrapolation of the following properties of quantification in IL into DETT.

(74) a. {<w,t>||3v 4|
b. {<w,t>||w ¢l

wtg } = xeDom(r) { w,t> | ”(bnth[V/X] }
9= 1= Dy (WL 191,15, = 1

Staic universal quantification is not definable in terms of existential quantification and

negation, since negation (and hence aiso—) blocks the dynamic binding potential of the
formula in its scope, while static universal quantification does not.

Up-arrow and down-arrow provide a tool to switch between static meanings (truth
condiions) and dynamic ones (updates). Let us start with up-arrow. What does it mean to
update a conte, i.e. a set of partial sequences, with a static formula? The most natural way
to do so is snply to filter out those sequences in the context that fail to make the formula
true. But this only works if the context happens to consist only of total sequences. In the
more comma case where a context consists of properly partial sequences, we have to
completethese partial objects to make them legitimate indices for the evaluation of the
formula. But hen we get values for discourse markers that were not in the domain of the
original sequence. Hence we have to ensure that these discourse markers do not matter for
evaluation, i.e. are not open in the formula.

The argumatation is similar with down arrow. Intuitively, an update is true w.r.t. a
particular sequence if and only if the update can felicitously be applied to the maximal
contextthat consists only of this sequence. But if the update contains an occurrence of the
dynamic eistential quantifier, there is no output defined. Therefore we restrict attention to
those valueshe sequence defines that in fact matter for the interpretation of the update. In
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principle, up-arrow is definable from down-arrow, identity and tautology.

Fact 4.3 Definability of 1
For alla € Exp , sequences s, and assignments g, it holds that

el = I(e =1,

The proof follows immediately from

Fact 4.4 Tautology

For all sequences s and assignments g:

M =1

Proof:

1. I UT”gS = |13v.v=y| o % definition ofr
2. I UT”gS =1 iff {s}\od(Hv.v:v)[av.v:v]g’s # 0
3. od@v.v=v) =0

4, {sh\g =1

5. 1[3\’1'\’:\’]9,3 = |_|XF Dome) 1[v=v] s

6. 1[3\’1"’:"]9,3 = I_IXGDom(T)

7. 1[3v.v:v]g’S =1 =0

Ol

As can be seen from the proof, the interpretation of the tautology is in fact the identity
function oncontexts. Contradiction, on the other hand, maps any input to the absurd context
0.

Down-arrowmakes the definition of truth in a context, truth in a model, and logical
truth rather simple.

Definition 4.12 Truth
For all models%#, contexts ct, and formulagec Expup, it holds that:

Ctee & iff vs,g[se compl(ct)~ [1d] e, = 1]
=0 ¢ iff vs,g: 1Vl = 1
= ¢ iff vo95,8,9: 1 Vbl e, = 1

Notethat again, a formula containing free variables or familiar discourse markers that are not
in the domain bthe context of evaluation is true if and only if the corresponding universally
guantified formula is true.

The corresponding notions of entailment are straightforward.
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Definition 4.13 Entailment

For all model9#, contexts ct, and formulagy e Expup, it holds that:
¢ =g W iff vs,9: Ctﬁ)]o%ysyg =oe U
be=ge U iff VCt,s,g[ctﬂ)]@%’S’gis defined - Ct[¢]@%>,8,g = e U]
b= ¢ iff vo9€,ct,s,g[ctfp] @%,Yslgis defined - ct[¢] I 5 = e U]

As already mentioned, syntactic identity allows to state identity of interpretation. This is not
as trivial as in static semantics since an identity statement in DETT is interpreted as an
update and hence does not have a truth yaguse.

Fact 4.5 Identity
For all models% and type-identical expressionsandf, it holds that:

e (00 = B) TS990l e, = 1Bl

Proof (left to right):

e 0 =

vs,g: [ (e=p)l, =1

vs, gt te SA{t} «=p] is defined- {t}if «=p]__* O]

vs,0,t[ te sA od(e) u od(B) < Dom({t}) - {t}] oc:[i]gysae 0]
vs,s'g.t tc sA od(e) u od(B) « Dom({t}) Atcs'-fal =B ]
vs,8',9. te sn s'A od(e) u 0d(B) < Dom({t}) - faf, =1BI ]
vs,s',g[ 0dg) v od(@) = Dom({sn s ~ el = 1Bl ]

od) =Dom(fsns}) - lal = lal

vs.gllel =181, ]

0 © © N o g bk w P

The crucal step is line 8. Its validity follows immediately from the definition of open

discoursemarkers, and it implies that the interpretation of hotand § is identical under s
and s' in line 7. The proof in the other direction is obvious.

A-conversion holds with roughly the same restrictions as in DIL.
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Fact 4.6 A-Conversion
= AVv.a(p) = [B/V]a if:
i) all free variables ir are free for v inx, and

i) for every subexpression of « that contains v as a subexpression, it holds
that:

od(B) < od([BV]v).

The second clause ensures that no d-marker op@nbi@comes closed aftérconversion.
Egpecially, if  contains open d-markers, v must not stand in the scope oft™\"or" "="

inc.

Fact 4.7 "-Elimination

= o=

This theorem is of course familiar from IL, and it is equally familiar that 2« only holds

if « Is intensionally closed, i.e. ag{ = & in DETT.
Up-arrow and down-arrow behave similarly in this respect.

Fact 4.8 | 1-Elimination

e lla =«

flp = ¢ is only valid if ¢ is statically closed, i.e. ¢ does not introduceew discourse
markers.

Definition 4.14 New Discourse Markers
nd(@) =, Dom{H{ct| ct[$] is defined}ip]) - fd(¢)

Theway Dom(up) is defined ensures that a given update introduces the same set of discourse
markers in every context it is applied to.

Fact 4.9
For all models%#, sequences s, assignments g, contexts ct, and formulae
0NS Expup, it holds that:

nd($) = Dom(ctkb]gg - Dom(ct)

There are everal rules that specify how the sets of familiar and new d-markers of a
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complex update depend on the respective sets of their parts.

Fact 4.10

i) fd(pAy) = fd(@) u (fd(y) - nd@))
nd(@Ay) = ndp) u nd(w)

i) fd(=¢) = fd(d)
nd(-¢) =9

i)  fd(£d.p) = fd(P) - {d}
nd¢d.¢) = nd@) u {d}

iv) fd(3v.¢) = fd(vv.0) = fd(¢)
nd@3v.¢) = nd@v.¢) = nd@)

The facts a all well-known from EDPL; newly introduced d-markers in the first conjunct
dynamicdly bind familiar ones in the second conjunct, negation closes off the dynamic
binding potential of newly introduced d-markers while the familiar ones are unaffected, and
the dynamic existential quantifier introduces a new d-marker.

The closeconnection between DETT and EDPL ensures that the crucial equivalences
(and nm-equivalences) that hold in DETT are also valid in DETT. Commutativity still
requires a further restriction.

Definition 4.15 Distributivity

An update¢ is calleddistributive iff for all Models ¢%*, contexts ct, sequences s and
assignments g, it holds that:

CtPluey ;= U o I dlue

Fact 4.11
i) Associativity of dynamic conjunction

=(@AP)Ax) =AW AY)
i) Dynamic binding

LA AP =4d. (O A W)
i) Restricted commutativity

PN =Y A

iff nd(¢) n fd(y) = nd@) n fd(¢p) = @ and botlkp andy are distributive
iv) Restricted law of double negation

==~ iffndP)=0

V) Donkey equivalence
=g~ ¢ =4d($ - ¥)
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2.44DETT and DIL

For the readrs that are familiar with G&S's Dynamic Intensional Logic, the relation between
this logic and DETT will be sketched. The syntax of both languages is closely related. Both
havee and t as basic types and allow for intensional types. Hence all the DIL-constants and
-variabkes are at the same time DETT-constants and -variables. As long as the set of
discourse rarkers in DIL is a denumerably infinite set, these expressions may be identified
too. Butsince DETT makes use of a third basic type "up”, the nonlogical vocabulary of DIL
is a proper subset of that of DETT.

Things a&e similar w.r.t. the semantics. From the last sentence, it follows immediately
tha every DETT-interpretation-function can be restricted to a DIL-interpretation function.
Hence there is a simple function from DETT-models to DIL-models.

Definition 4.16 Model Correspondence
For every DETT-modet%”___=<E, F___>, there is a unique DIL-model

DETT ' TpETT T’

o%%L =<E, S, IglL > such that:
i) S=pPM
i) vseS,deDM :FDIL(d)(s) = s(d)

i) vee(Con, -DM):E (©)=. F, ()

With this background, it is possible to define a simple compositional translation
function from a very large fragment of DIL into DETT. This fragment includes all DIL-
expressions G&S['91a] use in their Dynamic Montague Grammat.

Definition 4.17 Translation DIL ==> DETT
[a] is the DETT-translation of the DIL-expressian

)] [«] =« iff « € Con, uVar, uDM
i) [a(P)] = [«l(TB])

i) [oAB] = UM« A TIBD)

iv) [~ o] = |=f[a]

V) [2v.a] = 3v.i]«]

vi)  [a =] = ([l =[B])

vi)  [Av.a] = AV.[a]

vii)  [{ a/d}B] = |(£d. d = [a] A T[B]) iff B eExp

iX) [{ a/d}p] = Av &d. d = [e] AT[B](V)) iff B eExp_,

X)  [tel = MNel

xi) [ = el
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It holds that the meaning of the translations urder__ are identical to the meaningéthe

corresponding DIL-expressions under the corresponding madel.
In DIL, "state switchers" may apply to expressions of arbitrary type, but the

translationworks only if B in viii) and ix) has a type that is either identical or basedon t .
Nevertleless, in all DIL-expressions that G&S['91a] use as translations of their fragment of
English, sate switchers only apply to formulae. This ensures that Dynamic Montague
Grammar is completely expressible within DETT.

A meaning-peserving translation from DETT to DIL, on the other hand, is impossible
since ydates in DIL ardotal functions over contexts and contexts are sets of states, and
states my be identified withtotal sequences, while DETT-updates may be partial in both
dimensons. As we will see in the next paragraph, the DETT-translations of English sentences
| will propose will usually denote updates that are not expressible in DIL, although they are
truth-conditionally equivalent to the interpretations of the same sentences under DMG.

2.5 Interpreting English with DETT

The formal lmguage DETT, as it is developed so far, allows us to interpret a (admittedly
very smal) fragment of English such that the interpretation is fully (S-)compositional in the
rigid sensedefined at the beginning of the chapter, but the model-theoretic objects that are
assignd to English sentences are very much identical to the interpretation these sentences
receive under File Change Semantics. The treatment of more complex lexemes like the
definite determiner or adverbs of quantification is left to the next chapters.

The drategy we will follow is well-known from Montague Grammar. Instead of
staing the interpretations of English lexical items and the combinatory rules connecting them
directly, we will give a translation from English to DETT, and the compositionality of this
trandation function ensures that an interpretation of English is implicitly defined, namely the
function @mposition of the translation and the interpretation of DETT that was given above.

Let me frst make a terminological remark. In MS, sentences are translated into IL-
formulae, i.e. type-t-expressions. The interpretation of a formula is a truth value, but it is
relativized to the possible world of interpretation. Therefore the meaning of a formula (and
ceteris paribus a sentence) is usually identified with its intension, i.e. a characteristic function
over the st of possible worlds (which is equivalent to a set of possible worlds). We will
translde sentences into type-up-expressions. Accordingly, meanings of sentences should be
identified with intensions of those expressions, namely functions from sequences to updates.
But the updates we will be dealing with are always intensionally closed, and therefore their
intensiors are constant functions. For simplicity, when talking aboutntieaning of a

If the v-operator were defined in DETT, the general translation rule for state-switchers would be:
[{ «/d}B] = w.vy.4d.(d=[a] A TY([B]) ~ Ty(X)).
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sentence, & will refer to theextension of its translation under an arbitrary sequence, i.e. an
update.

We will restrict our attention to the constructions that were discussed so far, i.e.
donkey sentences and cross-sentential anaphora. Syntactically, indefinites and universally
quantified DPs, proper nouns, pronouns, VPs with both transitive and intransitive verbs,
relative clauses, and-conditionals were involved. For this purpose, a very simple context-
free grammar will suffice.

Definition 5.1 The Syntax of a Fragment of English

i) S ==> DP, VP
i) S ==>§, S

i) DP ==>PN

iv) DP ==>D,NP
V) NP ==>N

Vi) NP ==>NP, RC
vi) RC ==>RP,VP
vii) VP ==>1V

iX) VP ==>TV, DP
X) VP  ==>AUX, PrP
Xi) PrP  ==>{A, DP}
xii) S ==>C,S
xii) T ==>S

xiv) T ==>S, T

The last two rules extend the coverage of the syntax to the text-level, as it is common from
FCS.

Definition 5.2 The Lexicon of a Fragment of English

i) PN  ==>{he, she,it,someone, John, Socrates , Fido , ...} vibM
i) D ==>{a, every,}

i) N ==>{man, farmer, donkey, ...}

iv) RP ==>who

V) IV ==> {walks, talks, ...}

Vi) TV  ==>{owns, beats, ...}
vi) C ==>if

vii)  AUX ==>is
iX) A ==>{mortal,...}

The firg two lines of the lexicon are literally meta-rules for an infinite class of lexical rules,
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one for every discourse marker.

Beforethe concrete translatioasd translation rules can be given, we have to fix how
the symactic categories of English are mapped to DETT-types. The only thing we &now
priori is thatthe categories S and T are mapped to type "up”. To keep the translation
procedure simple, it is convenient to assume that syntactic concatenation generally
corresponds to function-application-in-intension, with the exception that text formation
corresponds to dynamic conjunction.

Definition 5.3 Type Correspondence

) S -->up
i) NP  --><<s,e>,up> (= pred)
iii) N --> pred

iv) VP  -->pred
V) \Y --> pred

Vi) DP  --><<s,pred>,up> (= term)

vi) D --> <<s,pred>,term>

vii) PN -->term

iX) TV  --><<s,term>,pred>

X) RC  --><<s,pred>,pred>

Xi) RP  --><<s,pred>,<<s,pred>,pred>>
xi) S --> <<s,up>,up>

xiii) C --> <<S,Up>,<<S,up>,up>>

xiv) T -->up

The best way to explain this is to look at concrete examples.
(75)  He, talks.

The interpetation of the verlalks should in some way be related to the one-place first-order
predcate constamalk'<e’t>, which is interpreted as the set of talking individuals. tBlks is

an ntransitive verb, and therefore its translation has to be a dynamic predicate, i.e. an
expression of type <<s,e>,up>. Both types can be related by a kind of type-shifting.

(76)  talks -->Ax.1talk' ("x)

The lowercase Latin letters Xx,y,z,... are meant to range over variables of the type <s,e>.

The pronon he,, on the other hand, should be related to the discourse marker d, since
the gntactic (or rather lexical) indices are intended to be identical to the discourse markers
occurring n the translation. Discourse markers have the type e and the translation of



38 Chapter 2. The Dynamic Framework
pronouns have the type term, hence type-shifting is required again. (P,Q,... range over
variables of type <s,pred>)

(77) he -->AP.P{*d}

| adopt Montague's brace-convention and wtig@} instead of «(p).

The DETT-operations corresponding to fyatactic rules of English follow a uniform
principle non-branching nodes inherit the translation from the daughter node and the
trandation of a binary node is the function-application-in-intension of the translations of the
daughters, the direction depending on their logical types.

(78) a. talks:: IV :ax.1talk'("x)

|
talks :: VP :ax.ftalk'("x)

|

| he PN AP.P{"d}

|

| he, 1 DP :AP.P{"d}

|/

He, talks :: S :AP.P{"d}("Ax.1talk'("x))

b. AP.P{*d}(*Ax.1talk'("x)) = "Mx.ttalk'("x){"d} % A-conversion
= "Mux.Ttalk'("x)("d) % brace convention
= Ax.Mtalk'("™x)("d) % “"-elimination
= ftalk'(""d) % A-conversion
= ftalk'(d) % “"-elimination

c. ct[ftalk'(d)] ={s € ct| s(d)e F(talk')}

iff d € Dom(ct), undefined else

The meaning ofHe, talks is the update that is defined in all contexts containing d in its
domain,and it filters out those partial sequences in the input context that map d to a talking
individual. The truth-conditional impact of this update can be calculated by application of
down-arrow.

(79) I1talk'(d) =talk'(d) % | 1-elimination
VS,g:||taIk'(d)||s‘g= 1 iff s(d) e F(talk')

In words: The formulaalk'(d) (and hence the sentertde, talks) is true under all sequences
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where d is mapped to a talking individual. The same thing is predicted by FCS.
(80) A, man walks.

Do not e confused by the fact that the determiner and not the DP bears the index; you may
imagine thathe index percolates from the head to the DP. The translatiovadksfandman

are similar totalks, and the indefinite article is translated as a dynamic two-place second-
order predicate based on the dynamic existential quantifier.

(81) a. walks :: IV Ax.twalk'("x)
Pa ::D:APAQAd.P{"d} A Q{ d}

man :: N :Ax.tman'('X)
I
NP

K
I
I
I
| /
a man :: DP XPAQZAd.P{AAIAQ{MD (™ Ax.Tman' (X))

|
Vv
|
|
|
I
|
I3
|/

A, man walks :: S :XPAQLd.P{AdIAQ{"d}) (" Ax.Tman’ (X)) ("Ax.Twalk' ("x))

b. APAQZLM.P{"d} A Q{"d})(™ Ax.Tman'("x))(*"Ax.Twalk'("X))
AQAd. AMx.tman'("x){"d} A Q{*dH(™ Ax.Twalk'("x)) % A-conversion

= Zd.MxIman' ((x){"d} A Max.twalk' ("x){"d} % A-conversion
= &d.”Ax.tman' ("x)("d) A “*Ax.twalk' ("x)("d) % brace-conv.

= Ad.ax.tman'("x)("d) A Ax.Twalk'("x)("d) % “"-elimination
= Zd.tman'(""d) A twalk'(""d) % A-conversion
= Zd.tman'(d) A twalk'(d) % “"-elimination

c. ctd.tman'(d) A twalk'(d)] = {su <d,a>| sct A aec F(man') n F(walk')}
iff d ¢ Dom(ct), undefined else

The meaningf the sentence is an update that is defined in those contexts that do not contain

d in their domain and it introduces d into the domain of the input such that d is interpreted

as an arbitrary walking man. Note that the effect of the Novelty-Familiarity-Condition is

achieved in (78) and (81) without making reference to syntactic features like [+/- definite].
The truth-conditional impact does not come as a surprise:

(82) vs,g:|l(&d.1man'(d) A Iwalk'(d))||syg: 1 iff F(man') n F(walk') &
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The truth vdue of the sentence does not depend on a particular sequence but only on the
model of interpretation. If there is a walking man in the model, it is true, otherwise false. In
other words, the truth-conditions are equivalent to the static interpretation of the first-order
formula

(83) 3x [man'(x) A walk' (x)]

The dynamics bthe system presented here come into play if we pass over to text
formation.

(84) A, man walks. He talks.

As mentionedabove, the translation rule for text formation forms an exception since it does
not involve function application but dynamic conjunction.

(85) a. A manwalks. :: S£d.Tman’(d) A Twalk’(d)
|
T He, talks. :: S :ftalk’(d)
|/
A, man walks. He talks. :: T£d.Tman'(d) A fwalk'(d) A Ttalk’(d)

b. ctd.tman'(d) A twalk'(d) A fTtalk'(d)]
={su <d,a>| gctA aec F(man') n F(walk") n F(talk')}
iff d ¢ Dom(ct), undefined else

c. Vvs,g: |i£d.tman'(d) A twalk'(d) A ﬂtalk'(d)||gS: 1iff
F(man') n F(walk') n Ftalk') = @

The tuth-conditional impact is again intensionally closed, i.e. the truth value does not depend
on sequences but only on the model, and it is equivalent to the static interpretation of:

(86) 3Ix[man'(x) A walk'(x) A talk'(x)]

In Montague Grammar, the interpretation of a proper nounJdke is assumed to be

the ultrafilter generated by the individual "JohnXR.P{'}). We cannot take over this
analysisas it is since proper nouns have a dynamic impact, similar to indefinite expressions.

(87) John walks. He talks.
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There are twaptions for dealing with this phenomenon. It is obvious that the translation of
John involves the discourse marker d in one way or the other, but it is unclear whether it
introduces or rather picks out this d-marker. To put it another way round, we have to decide
whetherJohn should be analyzed as synonymousriondividual named John or tohe - his

name is John - . There are arguments for either view. This is a first instance of the more
general prolem of how to treat definite full DP's as opposed to definite pronouns. The issue
will be discussed in some length in the next chapter. For the time being, | follow G&S['91a]
in advocating the "indefinite" analysis, but it should be kept in mind that this is not the
whole story.

(88) Johy ->P&d.j' =dA P{rd}

J' I1s a type-e-constant rigidly denoting the individual named John. Since the syntactic
structure and the translation procedure of (87) is obvious, only the result is given.

(89) a.Ad.j' =dA twalk'(d) A Ttalk'(d)
b. ctid.j' =dA twalk'(d) A Ttalk'(d)] =
{su{<d, F({")>} sectA F(") e F(walk") n F(talk')}
iff d ¢ Dom(ct), undefined else
c. vs,0:1l4d.j" =dA twalk'(d) A ﬂtalk'(d)||syg= 1
iff F(j') € F(walk') n Ftalk")
d. walk'(j") Atalk'(j")

The translation is given in (a), its meaning in (b), the truth-conditional content in (c) and an
equivalent static formula in (d).

(90) If someone is @ man, he is mortal

The transhktion of the indefinite pronoun is straightforwasdmeone is just an indefinite DP
without descriptive content. The treatment of the copuis similar to Montague's analysis,
but we lave to take care that the referential index of the predicative DP becomes neutralized

somehow.This can be done by application idf, since it makes occurrences of the dynamic
existential quantifier in its scope in some sense invisible from outside.

Fact 5.1 Up-Down
= 114d. O‘pred(Ad) =3y. a(y) iff «(™d) is distributive.

This is not identical to the effect of static closure (double negation), inglso cancels the
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presuppositiorthat the d-markers introduced in its scape new, while double negation only
blocks their dynamic binding potential.

(91) a. someone --2P<£d.P{"d}
b. is —SATAX TN LY. X="y}
c. mortal -->AP3ax(tmortal’ (x) A P{"x})

We start with the translation of the single clauses.

(92) a. isg man --RTAX.MT{M Ay X="y}*APZd . Tman'(d’) A P{"d})

= Ax. THH(APZd .tman'(d) A PMD(M LY. X=TY)
= Ax. 1 &d. tman'(d) A Ay x="y(*d")
= Ax. 1l &d'. tman'(d') A “x=d'
= Ax. L &ad. Az.(tman'("z) A "x="z)(d")
= Ax. 13y, 2z.(tman'("z) A "x="2)("y)
= Ax.3y( fman'(y) A "X=y)
= Ax.Tman'("x)

b. Someone isa@ man -£&. Tman’(d)

(93) a. ismortal --ATAXTIT{™ Ay x="y}*AP3z(tmortal'(z) A P{*z}))
= AX. M UAP3z(tmortal'(z) A P{"z}))(*Ay."xX="y})
= Ax.1l.3z(tmortal’ (z) A LY. X="y("z))
= Ax.11.3z(tmortal'(z) A "x=2)
= Ax.tmortal’'("x)
b. He, is mortal -->Imortal’(d)

The canplementizeif is translated as implication as usual. Since Novelty-Condition effects

are not desired for indefinites in the scope of a conditional (see beldwgpplies both to
the consequence and the implication as a whole.

(94) if -->ApArqg.li(p-117q)
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(95)
he, is mortal :: S :fmortal’(d)

: if :: CApAq.ii(Cp-117q)

: : someonge isa man :: §d. Tman’(d)

: !f sc/)meong is a man$::: Aq.1l(£d. fman'(d) - 117q)

If some/ong is@ man, he is mortal :: $(£d.Tman’(d) - Tmortal’(d))

According to the donkey equivalence, we have

(96) a. ftl(£d.tman'(d) -~ tmortal’'(d)) =1l(</d(tman'(d) -~ tmortal’'(d)))
b. ct[tl(<4d(tman'(d) - tmortal’'(d)))] = ct iff F(man') < F(mortal'), O else
c. lri¢4d(tman'(d) - tmortal’'(d))) = (</d(tman’(d) -~ tTmortal’'(d)))
d. |JV(4d(tTman'(d) -~ tmortal’'(d)))| = 1 iff F(man') < F(mortal')
e. vx(man'(x) - mortal’(x)) % static first-oder formula

The meaning 0f90) is a pure test update. If every man is mortal in the model, it equals
tautology, otherwise contradiction. This is the first time that the interpretation our system
assigngo a sentence differs significantly from the Heimian interpretation. FCS predicts the
same trth conditions, but Heim argues in some length that it is necessary for the indices of
indefinites to be novel file cards, no matter whether the indefinite is embedded into a
conditional @ not. To put it another way round, she wants the Novelty Condition to apply
not only to the interpretation of a sentence as a whole but to every part of it too.
Nevertheless | cannot convince myself that statements like (90) bear any presupposition.
According to my intuitions, the sentence is felicitous/defined in any file/context, and this is
just what is predicted by the system presented here.

The trutheonditions given in (96d,e) should be linked to the sent&wery man is
mortal too, since this sentence is intuitively equivalent to (90). Let us prove this formally.

(97) every ->APAQ.ILJd. (P{*d} -~ 11Q{"d})
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(98)

is mortal :: VP :Ax.tTmortal’ ("x)
: every, : D :APAQ.1LJd. (P{"d} - 11Q{"d})

: : ;nan NP :Ax.Tman'("X)

: iever)é man :: DP 1Q. 1L4d (tman'(d) - 11Q{"d})
!Everyd man is mortal :: S t:L.4d (fTman'(d) - Tmortal’(d))

From the preceding discussion, it should be clear that the deductions

(99) a. Every man is mortal. b. If someong is a man, he is mortal.
Socrates is a man. Socrates is a man.
Socrates is mortal. Socrates is mortal

are correctly predicted to be valid.
Now the analysis of the donkey sentences is a pure formality. We still need the
translations of transitive verbs and the relative pronoun.

(100) owns -->ATAX.T{*ry.town'('x,’y)}
who -->APAQAX. P{x} A Q{x}

The reatment of transitive verbs is borrowed from Montague's analysis of extensional
transitive verbs. T is a variable that ranges over term-intensionsp\&ng&’%t>> of course
denotesthe ownership-relation. The translation who is just a type-shifted version of
dynamic conjunction.
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(101)

owns :: TV ZATAX.T{" Ay.town' ("X, y)}

: a, donkey :: DP :2QZ£d".Tdonkey'(d") A Q{"d'}

Iowns zg,/ donkey :: VPAx.£d'. tdonkey'(d") A fown'("x,d")

: \/NhO mRP APAQAX. P{x} A Q{x}

\:NhO owns a donkey :: RC Ax. £d'.tdonkey'(d") A Town'("x,d")

| farmer :: NP :Ax.tfarmer'("x)

Larmer/vvho owns @ donkey :: NPAx.1farmer'("x) A £d'.tdonkey'(d") A fown'("x,d")
: every, :: D APAQ.TLA(P{"d} - 11Q{"d})

!~:-ver)4J I{armer who owns a donkey :: DP

= AQ.rbdddd' (1farmer'(d) A Tdonkey'(d') A Town'(d,d") - 11Q{"d})

I
| beats :: TV :ATAX.T{" Ly.fbeat' ("X, y)}

I I

| | it DP AP.P{"d}

I |/

| beats if :: VP :ix.fbeat'("x,d’)

| /

Every, farmer who owns a donkey beatsit :: S

1 Ldd4d'(tfarmer'(d) A Tdonkey'(d') A Town'(d,d") -~ fTbeat'(d,d"))
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(102)

a, farmer :: DP :2QZd.1farmer’(d) A Q{"d}

I

| owns g donkey :: VPix.£d". Tdonkey'(d’) A fown'("x,d")

| /

a, farmer owns a donkey :: S&d £d'.ffarmer’(d) A Tdonkey'(d’) A fown'(d,d’)

d

I

| if . C:ApAq.ilp-1lTg
| /

if a, farmer owns a donkeyS:
o Aqg. 1 L4d4d'(Tfarmer'(d) A 1donkey'(d") A Town'(d,d") - 117q)

: beats if :: VP :ix.fbeat'("x,d’)
: : ?% . DP :AP.P{"d}

: Ihed beats jt :: S fbeat'(d,d")

lf a, far/mer owns a donkey, he beatsit ::'S

1 Ldd4d'(tfarmer'(d) A Tdonkey'(d') A Town'(d,d") - Tbeat'(d,d"))

(103) a. ctfl4d4d'(tfarmer'(d) A tdonkey'(d) A Town'(d,d") - fbeat'(d,d"))]
= ctiff F(farmer') x F(donkey') n F(own') c F(beat'), O else
b. |L4d4d'(tfarmer'(d) A fdonkey'(d") A fown'(d,d’) - ﬂbeat'(d,d'))nS’g
= 1iff F(farmer') x F(donkey') n F(own') c F(beat")
c. vxvy(farmer'(x) A donkey'(y) A own'(X,y) - beat'(x,y))

The two donkey sentences are predicted to be equivalent. Their meaning is a test update that
leaves the input context unchanged if the truth conditions are fulfilled by the model. These
truth conditions can be paraphrased Miatkery farmer beats every donkey he owns.

To conclude the chapter, a few comments about the role of the Novelty-Familiarity-
Condition (or its DETT-counterparts) are in order. It was already mentioned that G&S's
DMG uses aly total updates as the interpretation of English sentences. Consequently,
context are sets of total assignments in their theory, without any specification of a discourse
domain as irFCS. As an example, take a minimal pair of sentences which only differ w.r.t.
the (in-)definiteness of a certain pronoun.

(104) a. Someone walks.
b. He, walks.

According to DMG, both sentences are definedany context of utterance, including the
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minimal conéxt of complete ignorance (callédn DETT). In the first place, DETT and FCS
predict that nothing is wrong with the a-sentence in this context, while the b-example does
not defne an output or is infelicitous respectively. In contrast, DMG does not only fail to
predict thiscontrast in felicity, it even assigns the same output to both updates. The reason
for this disadvantage is the fact that DIL is unable to express the presupposition/partiality
triggera by a definite pronoun (translated into a familiar discourse marker in DETT). This
argumentation shows that something corresponding to Heim's Familiarity Condition is
indispensable.

The picture changes as soon as we consider the Novelty-part of the NFC. It seems
extremely ounterintuitive to me that indefinites give rise to any notion of partiality. The fact
that the fle card introduced by an indefinite DP has to be new in FCS is in fact nothing
more than a artifact of the way FCS deals with syntactic indices, and | cannot see any
enpirical motivation for it. In the theory presented here, the undesired consequences of the
Novelty Condtion in the context of conditionals and universal quantifiers can be avoided by
apgication of thetl-operation (see above), but there is no straightforward way to escape
them as far amatrix indefinites are concerned. It might appear that this is the price we have
to pay forthe advantages of the Familiarity-Condition, but as we will see in the next chapter,
there is a way to get rid of the Novelty Condition without touching familiarity.



Chapter Three:
Topic-Comment-Articulation and Definiteness

3.1 Definiteness = Familiarity?
3.1.1 Heim's Theory of Definiteness

In the peceding chapter, we were merely concerned with indefinites (both pronouns and full
DPs) anddefinite pronouns, ignoring definite full DPs. As far as indefinites are concerned,
the contrast between a pronominal and a non-pronominal DP is simply the absence vs.
presence of a predicate restricting the value of the discourse marker introduced.

(1) a. Someone walks.  ==><d. fwalk'(d)
b. A, man walks. ==> £d. tman'(d) A Twalk'(d)

The first idea that comes to mind is to treat definites in parallel fashion.

(2) a. He walks. ==> fwalk'(d)
b. The, man walks. ==> fman'(d) A Twalk'(d)

But a Heim['82,p.232] correctly observes, such an analysis leads to counterintuitive
predictions.For instance, it fails to express that there is a certain asymmetry between the
predicate epressed by the NAmén in (2b)) and the one corresponding to the VaIKs).

Hence (2b) is predicted to be equivalent to both (3a) and (b), which is clearly the wrong
result.

(3) a. The walking entity is a man.
b. He, is a man and he walks.

On the othe hand, there is striking evidence that definites sometimes do pick up familiar
discourse markers that were previously introduced by an indefinite.

(4) a. A mancomesin. ... The man wears a hat.
b. If a farmer owns g donkey, the donkey kicks him.

(4b) is particularly interesting since it neither presupposes nor asserts the existence of a

unique donkey (the farmer may own as many donkeys as you want). Therefore an analysis
that assumes uniqueness (presupposed or asserted) as part of the meaning of a definite

68
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descriptionmakes wrong predictions, too. Hence the proposal in (2) seems to hint at a
solution. Heim says:

"Generaliing from the example [...], | am proposing that the present theory [FCS, G.J.] be augmented by the
following assumption: Definites contrast with indefinites in yet another respect, aside from their different
behaviours w.r.t. [...] the Novelty Condition: In definites, the descriptive content of the NP is presupposed,
whereas in indefinites it is (merely) asserted."”

Heim['82], p. 223

In her filemetaphor, this means that a definite does not pick up just any arbitrary familiar
file card, ut one that already contains an entry matching with the meaning of the NP c-
commanded by the article. The same objections that were made against the aspects of the
Novelty-Familiarity-Condition already discussed carry over to the technical implementation
of this idea: Heim makes the presupposition a part of a felicity condition that depends on the
syniactic feature [+definite]. In our compositional reformulation, we again make use of
partiality instead of felicity.

The only presuppositions that are expressible in DETT are those concerning the
familiarity or novelty of a particular discourse marker. To incorporate Heim's proposal, we
have to augmerthis language with an operator that expresses restrictions on the value of a
d-maker. Since its semantics is very similar to the dynamic necessity operator to be
introduced later, the same symbol is used. We add a clause both to the syntax and to the
semantics of DETT and give the "Heimian" translation of the definite article.

5) a. lfpe Expup,ch € Expup.
b. ct[ch]g‘S:defct iff ct = ¢, undefined else.
c. the ==>APAQOIP{"d} A Q{"d}

The sentence in (2b) now translates to
(6) Ofman'(d) A twalk'(d)

There are tw possible sources of undefinedness of this update in a particular context: Either
d is not in tle domain of the input context at all, or there are sequences in the input that map
d to a nomman. Hence an output is defined if and only if both parts of Heim's Felicity
condition (familiarity of the file card and presupposition of the descriptive content) are
fulfilled.
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3.1.2 Anaphoric and Referential Definites

This thewy works well for a subclass of definites that are called "anaphoric” in the literature
(cf. Quirk et al.['85]).

(7) a. Ah man walks. Hde talks.
b. Ad man walks. ThAe man talks.

These sentences translate to

8) a.~d.fman'(d) A Twalk'(d) A Ttalk'(d)
b. £d.tman’(d) A fwalk'(d) A Diman'(d) A ftalk'(d)

(8a) aml (b) can easily be shown to be equivalent. This is in accordance with the intuition
that (7b), ahough it sounds a little bit odd, is nevertheless synonymous to (7a). The
difference § a stylistic rather than a semantic one. This similarity between personal pronouns
and full cefinite DPs carries over to occurrences in the scope of negation, conditionals
guantifiers etc. The examples are straightforward.

Up to this point, one might hypothesize that there is no crusemmlantic difference
between defiite full DPs and pronouns. The only purpose of the descriptive content of a
definite description is to narrow down the possible indices of the DP. In other words, there
are many moresyntactic structures for a given surface structure containing a pronoun than
for the corresponding surface structure containing a full DP. But given an indexing that
guararmees the sentence to be felicitously interpretable, definites and pronouns are
semantically interchangeable.

There are &ouple of counterexamples to this view. We start with those occurrences of
definites which Quirk et al.['85] call "Immediate situation use" and "Larger situation use".

(9) a. The PRINter is out of order.
b. The SUN is shining.

Capital letters indicate a pitch accent. Neither the printer in (9a) nor the sun in (9b) have to
be mentbned earlier in the discourse or to be otherwise contextually salient. Both sentences
are perfectly felicitous as out-of-the-blue-utterances. This sharply contrasts (9) with (10),
where the subject is a pronoun.

(10) a. IT is out of order.
b. IT is shining.
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There ae contexts where the sentences in (10) are felicitous, but at the beginning of a
conversation, they are surely misplaced.

Heim['82 372pp.] proposes that all non-anaphoric occurrences of definites should be
rescué by means of a special accommodation mechanism. In the case of (9a), this
presumably should work as follows:

a) recognize that (9a) is infelicitous in the current file under any indexing
b) add a new file card to the file

C) coindex the DRhe printer with this file card

d) write "is a printer" at the new file card

e) update the modified file with (9a)

Apart from being methodologically dubious, such an approach leads to a counterintuitive
realt since the output of the whole procedure would be completely identical to the file
achieved by processing

(11) A printer is out of order.

But (99 is much stronger than (11). The latter only claims that there is a printer somewhere
which is out of order, while the former says something about a certain printer that is
identfiable by all conversants. To put it another way round, theti@printer in (9a) is
"directly referential” (cf. Heim['91]), since the sentence is only felicitous if tlegrss a
unique referent for it. | will call this reading of definite descriptiareferential for short,

as opposed to treaphoric reading in (7).

3.1.3 Topics and German Scrambling

Maybethis epistemic uniqueness-requirement can be achieved by means of a more elaborate
theory of accommodation, but there is a more fundamental objection to such an approach.
Accommodaion, as Heim uses this term, is a kind of repair mechanism that is triggered by
the vidation of certain felicity conditions, i.e. the Familiarity Condition. It is, so to speak,
blind to tre syntactic structure of the infelicitous utterance. Hence we expect both the
anaphoic and the referential reading of definites to be possible for every syntactic
constructiom involving definites, and this prediction is not supported by the facts. It is no
acddent that the examples in (9) with the referential reading arethetit sentences (cf.
Sasse['87])).e. they consist of one phonological phrase and bear the main stress on the
subjed. In categorical statements, where the VP is accented, only the anaphoric reading is

'This should not be confused with Donellan's['66] terminology.
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available.

(12) Last week, | bought a computer and a printer.
a. The printer is out of ORder.
b. *The, PRINter is out of order.

(12b), which is a categorical statement, is only possible if a printer was already mentioned
in the previous discourse. The thetic statement in (12b) behaves just the other way round,
here the anaphoric reading is excluded.

An apobgist of Heim's approach might argue that the thetic/categorical distinction is
a purely prgmatic one and that therefore the contrast in (12) does not form a
courterexamplé .However, there are many languages in which this contrast is expressed
syntacically. One example at hand is German, where subjects of categorical statements
scramble in embedded clauses while subjects of thetic statements don't.

(13) a. (daB) wahrscheinlich) [ der DRUCker kaputt ist]
(that) presumably the printer out-of-order is
'(that) the PRINter is out of order’
b. (daB) der Drucker wahrscheinlich [ t kaPUTT ist]
(that) the printer  presumably out-of-order is
'(that) the printer is out of ORder’'

According to standard assumptions about German syntax, adverbialsalikscheinlich
("presuméaly") mark the VP-boundafy . There are two subject positions available. In (13a),
the subjectder Drucker ("the printer") is VP-internal, which is most likely its base-position.
This is theusual position for subjects of thetic statements in embedded clauses. If the subject
is definite, a referential reading results. In categorical statements like (13b), the subject is
moved to eme VP-external position (SpecAgrSP or whatever). We get an anaphoric reading.
The shiftfrom the referential to the anaphoric reading is not necessarily connected to
the thetic/categorical distinction. We observe the same contrast with (un-)scrambled objects.

(14) a. Peter hat wahrscheinlich [ die Blbel gelesen]
Peter has presumably the Bible messlr PRT

*This would presuppose that there is a direct connection between prosody and pragmatics which is not
very attractive anyway.

*This assumption is not unproblematic. However, material on the left hand side of the adverbial is surely
outside VP. To decide whether material on its right hand side belongs to the VP, prosodic facts have to be taken into
account. As a rule of thumb, an argument can safely be considered to be in situ if it bears the sentence accent
without being narrowly focused.
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'Presumably, Peter was reading (in) the Bible'

b. Peter hat die Bibel wahrscheinlich [ t geLEsen]
Peter has the Bible presumably read
'As for the Bible, Peter presumably read it (through)’

In (14a) where the objedie Bibel (‘the Bible") isin situ (or at least VP-internal), we have

the referenal reading, while the object scrambling in (14b) forces an anaphoric interpretation
(Besides ths, there is an aspectual contrast between (a) and (b) that is not at issue here, cf.
Jagef95b]). The referential interpretation in (14a) forces a uniqueness-presupposition which
is rarely fulfilled in unmarked contexts with more common DPs like ‘the book’, 'the man' etc.
This is why scrambling of definites seems to be obligatorily in many cases.

(15) a. "’Peter hat wahrscheinlich [ das BUCH gelesen]
Peter has presumably the book read PRT
'Presumably, Peter was reading (in) the book’
b. Peter hat das Buch wahrscheinligh [ t geLEsen]
Peter has the book presumably read
'As for the book, Peter presumably read it (through)’

(15a), with the objectlas Buch (‘the book’)in situ, sounds very odd, while (15b) is fully
acceptableSuch observatiortsave led some authors to the wrong conclusion that scrambling
has somthing to do with definiteness. This claim is obviously contradicted by examples like
(13a) or (14a). According to the proposal defended here, (15a) is completely grammatical,
but requires the existence of a unique book recognizable as such by each conversant. This
condition is rarely fulfilled, while the presupposition of the uniqueness of the sun or the
Bible does not cause any harm.

This is not the place for a thorough discussion of the semantic impact of scrambling.
What isimportant here is the fact that the anaphoric/referential distinction among definites
is linked to a syntactic distinction. This strongly implies that the contrast at issue is a matter
of semants, and not of pragmatics, as Heim assumes. At a descriptive level, the definite
determiner is indeed ambiguous.

In Jager['9%6], it is argued at some length that scrambling is triggered by a syntactic
feature called [+Topic]. The terminology is motivated by the fact that a) thetic and
categorich statements are distinguished by means of scrambling and b) this distinction is
usuwally described as the presence vs. absence of a Topic-Comment-articulation in the clause
at hand. The notion of "Topic" as it is used here should not be confused with so-called
"discoursetopics" or any "aboutness"-relation, and it is also largely independent of the
syntactic notion of "topicalization”. Biring['95a] proposes [d-linked], which would suit
equally wel. The counterpart "Comment" may be identified with the S-structure VP and is
hence dispensable as far as German embedded clauses are concerned.
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As a descriptive generalization, we can now state:

(16) In German, full DPs bearing the feature [+Topic] scramble obligatorily while DPs
lacking thisfeatureremain in situ.*

The restriction to full DPs is motivated by the fact that pronouns form a class of their
own syntactically. | assume that [+Topic] is a universal feature occurring in every language,
whosegrammatical realization may differ across languages. In English, for example, its only
effect is deaccentuation.

The previous discussion on the distribution of anaphoric and referential definites now
leads to the straightforward conclusion:

(17) Full definite DPs lacking the feature [+Topic] are to be interpreted referentially,
while definites bearing thisfeature areinter preted anaphorically.

There is stl a technical remark to be made. It was proposed above that the definite
determiner is ambiguous, while the Topic-feature which induces the ambiguity is assigned
to the whde DP. This discrepancy can be bridged by the plausible assumption that [+Topic]
is a head-feature, i.e. a DP is [+Topic] just if its head-D is.

3.1.4 Associative Anaphoric Definites

Until now, we have considered two readings of definites that are linked to different syntactic
environmens. Heim's theory fails to predict the correct interpretations for those DPs that are
[-Topic], i.e. the referential ones, while the instantiations of the [+Topic]-interpretation which
we investgated so far seem to get the reading FCS predicts. But this is not entirely true.
Heim['82, p.384] herself gives the following example:

(18) a. John is married. His wife is nice.
b. Johnis married? She is nice.

It is quite obvous thathis wife in (18a) is [+Topic]. The sentence is a categorical statement,
and in parallel German examples where scrambling is observable, it is obligatory.

(19) a. Johnist verheiratet. Ich glaube, da3 seine Frau wirklich [ nett ist].
| think that his wife really nice is

“In matrix clauses, the effect of scrambling is sometimes invisible because of V-2-effects. Therefore
embedded clauseusually make better test cases. The picture is also sometimes confused by focus effects, since
narrowly focused DPs never scramble, whether anaphoric or not.
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‘John is married. | think that his wife is really nice.'
b. John ist verheiratet’” Ich glaube, daR wirkligh [ seine Frau nett ist].
| think that really his wife nice is

Hence (18ais an instance of the anaphoric reading. Nevertheless, there is no familiar
discourse marker that could be picked up by the definite descripgsamfe. If there were

a repair mechanism to make such a discourse acceptable, we would expect that (18b), with
a pronoun instead of the definite, should be acceptable too, but it isn't. Heim further observes
that this ontrast cannot be accounted for by means of the presence vs. absence of descriptive
content. The woman in (20) has hardly any more content tisme; nevertheless there is a

clear cut contrast.

(20) John is married.’{ The womafi/ She} is nice.

As it tums out, the asymmetry between personal pronouns on the one hand and definite
descriptionson the other is much stronger than the familiarity theory of definiteness would
lead us to expect.

3.2 A Dynamic Approach to Definiteness

3.2.1 Flexible Domains. The Peg System

As far as the unexpected asymmetry between pronouns and descriptions is concerned, Heim
has a tentative proposal to make:

"The impression that one gathers from the difference between 'she' and 'the woman' in the context of [(20)] is
that pronons obey a constraint of their own that restricts their use even when there is no danger of ambiguity:
For a pronominal definite I\iIP to be felicitous w.r.t. a file F, i must be a prometement of Dom(F). [...]

Wha does 'prominent’ mean? Let us assume that a file is not just an amorphous bunch of cards, but is
organied in such a way that a small number of cards enjoy a privileged place, 'on the top of the file', so to
speak.These are always the cards that the file clerk had to handle most recently, i.e., that were most recently
introduced or updated. The number of those cards, a small and constantly shifting subset of the domain of the
file, are the prominent elements of the domain, and only they can appear as the indices of pronouns. So
anaphoric pronouns will have to have antecedents in the recent previous discourse ..."

Heim['82], page 385 f.

In recent work, Gronendijk, Stokhof & Veltman['93, '94] (GSV for short) have developed a
system that bears a strong resemblance to this proposal. It serves as a starting point for the
rest of the chapter.

In Heim's proposal, we still have one unique domain of a file. A subset of it is
desigrated as "prominent”. But this virtually gives us two different but related domains: the
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set of fle cards as a whole, and the set of prominent file cards. For a variety of reasons, it
iIs more convenient to keep these domains apart and to state a function that maps the
prominentelements to a subset of the file cards as a whole. Since only the prominent entities
are linked to anaphoric pronouns, they are calligsbourse markers®. For the set of file

cards in Hem's metaphor, GSV choose the temmegs (they borrow the term from
Landman['8§ but the underlying idea is quite different). The interpretation of a pronoun now
works in three steps:

a) link the pronoun to a discourse marker
b) map the discourse marker to a peg
C) interpret the peg in the model

Since pegs and not discourse markers are interpreted in the model, propositional content now
restricts tle interpretation of the pegs and not of the discourse markers, contrary to the
system of the preceding chapter.

To make moe transparent what is going on, we will use a graphical representation for
contexts/files. Though it is quite similar to DRS-boxes in DRT, it is purely illustrative,
similar to Heim's file-metaphor. Our ultimate goal is of course a compositional and non-
representational semantics. Bontext Representation Structure (CRS) consists of four
parts:

a) a set of discourse markers,

b) a set of pegs,

C) a mapping from the former to the latter, calietkrent function, and
d) a set of CRS-conditions that restrict the interpretation of the pegs.

°In G9/'s system, these things are simply variables, since these authors only define a first-order
language.
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(21)
d d d" d" <==  discourse markers
Py Ry P <==  pegs
d- P d-p,d"-p, .. <== referent function
farmer'(p)
donkey'(p,) <==  CRS-conditions
own'(p, 9)

It is important to note that a CRS like (21) doet represent the meaning of a sentence but

a context, i.e., the input or output before or after the processing of a sentence. The well-
formednes-conditions of CRSs are only informally given here. The domain of the referent
function in the third line is the set of the discourse markers in the first line, its range has to
bean improper subset of the set of pegs in the second line, and the pegs used as arguments
in the CRS-conditions have to be elements of the set of pegs in the second line. The set of
pegs coresponds to Heim's file cards, and the image of the set of discourse markers under
the referent function corresponds to the prominent file cards. Since there may be non-
prominent file cards, the referent function is an into-function.

To illustrate the update potential of a sentence, we have to give two CRSs, one
representing the conditions every legitimate input context of the sentence must meet, and one
represeting the corresponding output conditions. We start with a simple example involving
just a pronoun and a predicate.

(22) a. Hg walks.
b.

==> pi

o | O o

walk'(pi)

The index of an anaphoric pronoun has to be a familiar discourse marker as in DETT.
Therefore "d'is present in the first line of the box on the left, representing the input context.
Since eery discourse marker has to be mapped to a peg, there is already a peg in the input
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too, call it p, and d is mapped to p. There is nothing more about the input we can infer from
(22a). Hencethe body of the box is empty. Updating with the sentence only means to
introduce a CRS-condition into the context, namely that the individuahéhedfers to via

the peg p, walks.

(23) a. A man walks.
b.

d

P,
d- P

==>

man‘(p,)
walk'(p )

Updating with an indefinite is even simpler: There are no conditions on the input. The
disomourse marker of the indefinite, a corresponding peg, and the conditions of NP and VP are
introduced.Note that we do not demand that "d" is new. A transition as in (24) is completely
legitimate.

(24)

d

o | T o

==>

P,

dﬂpn

man‘(p,)
walk' (pn)

If "d" is already present in the input, what is introduced is merely a new peg, and "d" is
mapped tohis new peg. The former image of "d" ("p" in the example) changes, so to speak,
from a prominent to a non-prominent file card, but it remains present. Hence the intuition
remains valid that indefinites introduce something new, but nevertheless we do not have a
Novelty Condition with its shortcomings. This advantage over FCS, EDPL, or DETT is
GSV's main motivation for proposing a peg system.

Although GSV designed this system for the only purpose of getting rid of the Novelty
Condition, it allows us to formalize the properties of anaphoric definites in a straightforward
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way’. The notorious example is repeated.
(25) John is married. The woman is nice.

Obviously, the woman does not pick up a familiar discourse marker, since there is no
linguistic antecedent fothe woman. But it introduces one into the context, since it is possible
to continue with She, loves him. As far as discourse markers are concerned, definite
descriptimns behave just like indefinites. But a definite description induces a restriction on the
peg system of the input. The processinghef woman in (25) roughly works as follows:

a) introduce d' into the domain of discourse markers

b) introduce a new peg p into the peg-domain and link d' to it
C) pick up a familiar peg p such thaéman’(p ) is a CRS-condition
d) identify the new peg p with p

In a sense, anaphoric definites are hybrids between indefinites and anaphoric pronouns: they
introduce a n& discourse marker (or reset a familiar one), like indefinites, and they pick up

a familiar peg, like pronouns. The update defined by the second sentence of (25) looks as
follows.

(26)

dl

pi ==> pi’ pn

d-p
woman'(p.) woman'(p)
P =R
nice'(p )

The output of the first sentenc#ohn is married hence has to contain at least the information

that is repregged in the left box above. There seems to exist a way of introducing pegs
without introducing a corresponding discourse marker. In our example, this is presumably
licensed bythe fact that we are able to infer from the fact that John is married to the fact that
thereis a woman that is John's wife. This knowledge can be stated by means of Meaning

®In the cairse of writing this dissertation, it came to my knowledge that GSV['95] propose an analysis
of definite descriptions that is in some respects comparable to the one advocated here.
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Postulates (Notice that Meaning Postulates are classical first-order-, not DETT-formulae):

MP 1. vx[married'(x) A male(x) - Iy[ woman'(y) A wife'(x,y)]]
MP 2.  vx[x=]-male(x)]

Meaning mstulates restrict the array of possible contexts or, equivalently, they form a kind
of well-formechess condition for CRSs. The set of pegs of a CRS, together with the CRS
conditions,define something like a class of "small" or "partial” models that are modified by
updates.These models can be used as first-order models, and we can interpret the Meaning
Postulates in them. A CRSw&ll-formed w.r.t. a Meaning Postulate if the postulate is true

in every model defined by the CRS. If a CRS is well-formed modulo every Meaning
Postulae, it is simply calledvell-formed. Now suppose we have a well-formed CRS and an
update such that the output of updating the CRS is not well-formed. Than we have to
minimally update this intermediate output such that the ultimate output is both well-formed
and an extesion of the intermediate one. Let us illustrate this with the first sentence of our
example (25).
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(27) a. John is married.
b.

T | &

i ==> p-’ p,

J

P d-

=] p =]
married'(j) married'(j)
male'(j)
woman'(p.)
wife (pj,pI)

T | &

The leftbox in (27b) shows the "structural” output of processing (27a) in an empty CRS. It
is ill-formed since it is compatible with models were John is not male or where he is male
but does not have a wife. Hence we need a second transition, given in (27c), that minimally
extends ths intermediate output such that the final output is well-formed. This CRS now
fulfill s the input requirements of the subsequent sent€heevoman is nice, since the
definite description can pick up the peg p..

Before we extend the system with an analysis of referential definites, we summarize
the update-behaviour of the classes of DPs investigated so far.
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(28)
Indefinites Anaphoric Definites | Anaphoric
Pronouns
Discourse Marker new/ new/ familiar
familiar+resetting | familiar+resetting (no resetting)
Peg new identified with a familiar
familiar peg

Indefinites either introduce a new discourse marker or reset a familiar one, but this discourse
markeris always mapped to a new peg in the output. The question of whether there is any
linguistic motivation for the choice of one option or the other is not at issue here. However,
one might imagine that for instance the tense morpheme never introduces a new temporal
discouse marker except in the beginning of a discourse; instead, it again and again resets one
and the same discourse marker ("reference point" or whatever) to a newly introduced
temporal peg.

Anaphoricdefinites behave like indefinites w.r.t. discourse markers, but they pick up
a familiar peg; and anaphoric pronouns do not introduce anything new at all.

3.2.2 Referential Definites

It wasmentioned above that referential definites are completely acceptable in out-of-the-blue
utterances.

(29) The PRINter is out of order.

What des (29) exactly mean? The requirement that there is one and only one printer all over
the world is of course much too strong. Nevertheless the printer referred to is unique,
although in a weaker sense. The sentence is only felicitous if there is one and only one
printer that isper ceivable as a printer by the conversants. Hence the domain the uniqueness-
requirement applies to is somehow given epistemically. For the time being, we adopt the
idealization that the model of interpretation only contains objects that are epistemically given
in an appropriate way, and we assume provisionally that the strong uniqueness condition is
fulfilled. This idealization is useful since the appropriate domain is determined by the
extralinguistic context, at least partially, and we are only dealing witHitiguistic context
here.

The update defined by (29) is partially characterized by the CRS-transition below.
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(30)

d

==> pi

d-p

printer'(p)
out_of_order'(p)

This alsorepresents the meaning Afprinter is out of order. If we wanted to express the
conditionthat p is interpreted as the only printer in the model, we would have to define
recursive and negated CRSs. Of course this is possible, but since CRSs only serve for
illustration, | refrain from doing so. For the time being, we content ourselves with informally
statingthe uniqueness condition. The "official" theory to be presented below will of course
formally distinguish between indefinites and referential definites.

We now augment the chart above with an additional column:

(31)
Referential Definites
Discourse M arker new/ familiar+resetting
Peg new, interpreted as the object uniquely satisfying the
description

3.2.3 Unifying the Anaphoric and the Referential Reading

The modelthat has been developed up to now is anything else than satisfactory. The two
readings ofthe definite determiner are apparently more or less unrelated. They behave
similarly w.r.t. the discourse marker (which is new or reset), but this property they share with
indefinites; and the conditions on the peg are totally different.

This picture changes when we take a closer look at the data.

(32) Sue met Mary. The woman wore a hat.

The secondsentence is predicted to be three-way ambiguous. We do expect that the
referental reading is blocked, since the uniqueness requirement is contradicted by the first
sentencdof course, we have to ensure by means of appropriate Meaning Postulates that both
Sue ad Mary are women). But there is still the anaphoric reading available, and it even
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branchesnto two optionsithe woman could pick up the peg introduced Bye or the one
introduced byMary’ (the presence of CRS-conditions that both pegs denote women is
guaranted by the same Meaning Postulates together with the mechanism described above).
Nevetheless the sentence is odd under either reading. Heim['82, p. 236] attributes this kind
of observation to just this ambiguity, but it would be the first time that an ambiguity gave
rise to unacceptability. Compare (32) with (33):

(33) Sue met Mary. She wore a hat.

(83) isambiguous in just the way FCS predicts (32) to be, but nevertheless, it is completely
accepable. Therefore it seems to be more reasonable to assume tlsamntmtics of the
anaphom definite determiner requires there to heneque peg satisfying the description, and

that this is the condition that is violated in (32).

Unde this perspective, the anaphoric and the referential reading become much more
similar. Both carry a uniqueness condition. In the case of the anaphoric variant, this condition
governs the @mpping from the discourse marker to the pegs, and in the case of the referential
reading, it governs the interpretation of the peg in the model. That is the whole difference.
We ma even go one step further. In both readings, the interpretation of the discourse marker
(mediatedby the peg) is uniquely defined. A referential definite creates a new peg that is
interpretedas the unique individual satisfying the description. There must not be any source
of indeterminisr . An anaphoric definite picks up a familiar peg, but it has to be ensured that
there isone and only one individual in the model which both satisfies the description and
which is the image of a familiar peg. Again the process is fully deterministic. Hence the
formal difference between the two readings boils down to the fact that a referential definite
introducesa new peg and an anaphoric definite picks up a familiar peg. | assume that there
Is a template corresponding to the formal feature [+Topic] that shifts the referential reading
to the anaphoric one.

The idea thatefinites always require unigueness, and that it is only the domain that
differs, is anything but new, and there are standard counterarguments against it.

(34) The dog was fighting with another dog.

It is arguedthat examples like this cannot be accounted for if we assumiérddy means
the one and only dog in whatever independently fixed domain, since the sentence as a whole

"Note tha coreference between an anaphoric definite and its antecedent no longer entails identity of the
syntactic index/discourse marker.

®There is an unessential source of indeterminism concerning the name of the new peg, but this can be
excluded by dinear ordering of the set of possible pegs. If you create a new peg, you are always bound to
choose the next one in the line.
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asserts the exisnce of at least two dogs. One possible way out is to assume that each DP
contans a hidden anaphor that restricts the domain further (cf. v. Fintel['94] among others).

| think it is not unfair to say that this strategy has a slight flavour of what has been called
"pragmatic waste-basket". The failure of the argument lies in the assumption that - unless we
fall back on otherwise unmotivated pragmatic mechanisms - we are obliged to interpret every
partof a the sentence w.r.t. one and the same domain. This might be true in static semantics,
but in a dynamic approach, this obviously does not hold.

(35)
d
P ==> P
d-p
dog'(p) dog'(p)
d, d d,d
—=> PR ==> P R
dﬂpi,d'apj dﬁpi,d'ﬂpj
dog'(p.) dog'(p)
dog'(p) dog'(p)
fighting'(pi,q)

In our system, we update the input context step by step, first with the DPs in the order of
their syntactic scope, and afterwards with the verb. In (34), the subject takes wide scope.
Hence the inpt context has to contain exactly one dog-peg, call it p. The discourse marker
d is introduced or reset and mapped to p. In the second step, we introduce a new peg p,
introduce or reet d' to p and write the conditiaﬂmg'(pj) into the body of the box. Finally,
we create the CRS-conditidrhghting'(pi,p}). Now we do have two dogs (and, accordingly,
you cannotusethe dog in the subsequent discourse), but before we had only one and the
uniqueness condition was fulfilled.

This strategy extends to so-called "bridging"-examples in a quite natural way.

(36) In every city, the city hall is next to the market place.
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Without gang into detail, this kind of apparent counterexample to the uniqueness analysis
causes no harm either, as long as we assume Meaning Postulates like

MP3: x| city'(x) - 3y[ city-hall'(y)]]
MP4: vx[ city'(x) - 3y[ market-place' (y)]]

The formal aalysis of quantificational expressions is given later, but the idea is roughly:
Update yourinput context withThere is a city. Due to the Meaning Postulates, you have to
introduce hree new pegs, one for the city, one for the city hall, and one for the market place
of that city. There are as many ways of interpreting the city-peg as there are cities in the
model. In the axt step, you update the current context wiitle city hall is next to the
market place. The uniqueness condition is fulfilled for both definite descriptions. If you
succeedwith this update, no matter what the interpretation of the city-peg is, the
guantificational statement (36) as a whole succeeds too, and the output context is identical to
the imput context. Of course, this update may fail, but only if there are cities in the model
such that their city hall is not next to the market place. The definite descriptions run
smoothly, although there are as many city halls and market places as there are cities.

Surdy this way of stipulating Meaning Postulates employed here seemsatbHoe,
but there arat least two arguments in defence. First of all, hidden anaphors or indices that
restict the quantificational domain further are at leastadshoc as Meaning Postulates.
Furthermore, they predict a (possibly infinite) ambiguity of surface structures no-one ever
observedIt always strikes me as a great miracle how pragmatics manages to single out just
the onereading we are after. Secondly, it is arguable that (36) inpfastipposes the two
propositios that are necessary as Meaning Postulates. To make this a little more explicit, we
could go tmough all possible combinations of Meaning Postulates and check whether the
output of (36) is defined in every input. We will find that those Meaning Postulate systems
that b so are just those that entail MP3 and MP4. This is a reasonable reconstruction of the
nation of a presupposition (cf. Beaver['93]). To conclude, the way in which Meaning
Postulates are used here is less stipulative than it might look, as soon as we consider them to
be presuppositions of a special kind.

Another pointconcerns the question of whether it is appropriate to treat the kind of
knowledge that Meaning Postulates represent here as something fixed; and there is no doubt
that the answer is no.

(37) a. Every student in the course owns a computer. ... John only plays games with the
computer.
b. John only plag games with the computer. ... Every student in the course owns a
computer.
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From (36a) youwcan infer that John uses the computer he owns for playing, while in (36b),
it might be any computer. This is expected if we assume that the propositional context of the
first sentence in (36a) becomes part of the "Meaning Postulates” that are the background for
the pocessing of the second sentence. It is an exciting question, what this updating of the
background kawledge looks like exactly, but we cannot pursue it any further here, and leave
it for further research.

The most natural next step is to investigate whether the [+Topic]-feature has some
influence on the interpretation of indefinites and quantifiers too. But obviously, we have
alrealy suffered from the limitations of this informal discussion now, and therefore, | first
proceed with extending the formal system from chapter two with the intuitive insights
presented above.

3.3 DETT Augmented with a Peg System

The laaguage that will be used as a medium for the interpretation of English is syntactically
nearly identcal to DETT, but the semantics of course differs. It is still a dynamic type
theory, but interpretation is now relativized to possible wotlds . | calledyihamic
Intensional Type Theory (DITT). It has the same types and the same non-logical vocabulary
as DETT.The only syntactic difference is the presence of two one-place update-operators,

"o"and "T".

Definition 3.1: The Syntax of DITT
a) Every DETT-expressions of typeis a DITT-expression of type.

b) If $ € Exp(up), ©¢), (Td) € Exp(up).

DITT-modds are similar to DETT-models, but as additional components, we now have a set
of possible worlds and set of Meaning Postulates. The latter are formulae of Modal Predicate
Logic having a special form:

Definition 3.2 Inference Rules

VX X [y 0 Od - 3y 0y DO, ...,Dq;‘] is called an inference rule iff

i) 0<imn,1<j,

i) IR ORAT o are literals consisting of first-order DITT-predicate-

constant, variables and possibly negation, and
iii)  all variables are bound.

°Although he basic concepts are adopted from GSV['94], there are some crucial differences. These
authorsgive a semantics for first order modal logic only and therefore use variables instead of discourse
markers.
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The restriction to implications where both antecedent and consequence consist only of a
conjunction of necessitated literals serves to ensure that there is no nondeterminism in the
application of the rules. Note that the antecedent may consist of the tautology only. In this
case, the rule boils down to a fact.

Definition 3.3: Model of DITT

A model?7] for DITT is a quadruple <E, W, F, MP>, such that

- E is a denumerably infinite set (the individual domain)

- F is an Intepretation Function that maps each constant to a function from W into the

domain of the type of that constant

- W is non-empty (the set of "possible worlds")

- MP is a set of inference rules

- all elements of MP are true in <E,W,=F'> under static Modal Predicate Logic
interpretation, where F'(P)(w) = F(P)(w) for all first-order predicate constants P and worlds
w.

3.3.1 Contexts and Updates
The nost important difference between FCS/DETT and GSV's['94] system lies in the
different notion of a context which they each elaborate. Let us start by defining them

formally. The basic ingredients are discourse markers and pegs.

Definition 3.4 Discourse Markers and Pegs

) DM=_N % Discourse Markers
i) P =_{p|0<i<n} % The first n pegs
i) P = _{p|ieN} % The set of pegs

The set of pegis linearly ordered by means of their indices. (GSV use the natural numbers

themselves agegs, but since we have already identified discourse markers with numbers, this
would lead to confusion). Discourse markers are mapped to pegs by means of referent
functions®.

Definition 3.5: Referent Functions
R = U U PP

ef "DcDM "neN n

Peg inter pretations map a sequence of n pegs to the elements of domain of the model.

%GSV implicitly assume that these functions are one-to-one. We are more liberal here in admitting
many-to-one mappings.
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Definition 3.6 Peg Interpretations
— (n)
I:)In " def E
A possibility consists of a set of discourse markers, a sequence of pegs such that the relevant
mappings are fixed, and a possible world.

Definition 3.7 Possibilities
Pos=_ {<D,n,r,iw> =DM AneNu{w} ArePPAiePl Awe W}

The firsttwo members of a possibility (D and n) are literally redundant, since they are just
the domains of the respective functions, but some definitions are more transparent when they
are given explicitly.

In a certain stage of a conversation, we may be uncertain both about the referent
functionand about the peg interpretation. But there is no nondeterminism about the question
of which peg and which discourse markers belong to the context. Accordingbntext is
a set of possibilities that maximally differ w.r.t. the functions involved.

Definition 3.8 Contexts
CT =, U, o Y.y POW(ID} x {n} x P Px Pl x W)

def ~ D=DM

Since the set of discourse markers and the set of pegs belonging to the possibilities of a
context a@e identical, we may define tliscourse domain, the peg domain and theworld
set of a context.

Definition 3.9 Domains of a Context

Let ct be a context, @ DM, and ne N, such that
ct< POW({D} x {n} x P °x Pl _x W)

) Ddom(ct) = . D

1)) Pdom(ct) = P

i) Wdom(ct) = _ {w| 3r,i: <D,n,r,iw>e ct}

As is familiar from DETT, possibilities and contexts are ordered according to the
information they carry. There are a weak and a strong notion of "being more informative".
According to the former, resetting of a discourse marker does not increase information,
according to the latter, it does.

Definition 3.10 Informativity
) <D,n,r,i,v>< <D'm,r' j,w> iff
DcD'An<smAicjAv=w
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i) <D,n,r,i,v>c <D m,r'j,w> iff
DcD'An<smArcrAicjAv=w
i) ct <ct' iff
K[ kect' - [ lect Al < K]]
iv) ctcocet iff
K[ kect' - [ lect A | = K]]

The set of contexts forms a complete lattice w.r.t. to the strorgsion ('="), but not
w.r.t. the weaker one. Nevertheless, there is a unique minimal and a unique maximal element
for both partial orderings.

Definition 3.11 Join, Meet, Empty and Inconsistent Context
) {<D.nr,iv>} u{<D'm,s,jw>} =
Posr{<D D" min({n,m?}),t,k,u>| €erAkciAu=vvtces A kcjAu=w}
i) {<D,n,riv>} n{<D'm,sjw>}=_
Posn{<D uD',max({n,m?}),t,k,v>| r,sc t Ai,j < kK A v=w}
i) ctuct=_U __U__{k u{l}
iv) ctnet=_N__N__{k n{}
V) 1=_UCT={<0,09 9 w>veW}
vi) 0= _lICT=0

We are not really interested in the whole range of contexts that exist, rather, we only need
those vihere the Meaning Postulates are fulfilled. Hence we have to make precise when a
certain static modal formula is valid in a context.

From a nomabsurd context and a DITT-model, a model for (static) Modal Predicate
Logic without individual constants can be derived in a natural way. The possibilities which
the conéxt consists of correspond to possible worlds, and the pegs correspond to the
individual domain. An m-tupel of pegs falls under the "extension" of an n-ary predicate in a
certain ssibility iff the m-tupel of images of the pegs falls under the interpretation of the
predicate in the respective world under the DITT-model.

Definition 3.12 Context-Model

Let 77 =<E, W, F, MP> be a DITT-model, ct a context such that each of its possibilities
contans n pegs, and @ an m-ary first-order predicate constant from DITT. The Modal
Predicate Logic Model corresponding to ct is defined as follows:

M_ =, <P ctctxct,G>, such that:

ct def

G(@Q")(<D,n,riw>) ={<q, ... g > P"™|<i(q), ..., i(g )> FQ")(W)}
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Every pasibility ("possible small world", if you want) is accessible from all possibilities in
the context. Hence the corresponding logic is S5. A context is qadidtic iff all Meaning
Postulates are valid in the corresponding model.

Definition 3.13 Realistic Contexts
CTR=_ {cte CT |M_~ MP}

What @an be done if the output of an update turns out to be unrealistic? We have to
minimally change the context in such a way that it becomes realistic. ré@destic
extension of a context is the smallest context that is both realistic and strongly more
informative that the original context.

Definition 3.14 Realistic Extension of a context
rex(ct) = _ L {ct| ctc ct' A vkectlectkel] A ct'e CTR}

The restretion of admissible Meaning Postulates to inference rules together with the fact that
the Meaning Pstulates have to be true in the model as a whole guarantees that every
paossibility in a context survives in the realistic extension of the context. The only effect of
the operation is the possible introduction of new pegs.

So much for tb notion of a context in DITT. We now turn to transitions over
contexts. AContext Change Potential is a partial function over contexts, as before.

Definition 3.15 Context Change Potentials
CCP=U_, CT®

Monotonic ccps are those ccps that (weakly) increase the information a context contains.

Definition 3.16 Monotonic Context Change Potentials
CCPM = CCRhh POW(x)

The manings of type-up-formulae should be ccps that are monotonic, and, additionally, they
should always give a realistic context as output.

Definition 3.17 Updates
UP =U_, CTRE n POW(x)

To define he Topic-operator, we still need a special ccp. Remember that [+Topic]-
definites intoduce a new discourse marker and a new peg, like indefinites, but the new peg
in turn becomes identified with a familiar peg. Hence the newly introduced peg is
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supefluous. We may as well let it entirely disappear. Therefore this operation is Pafjed
Deletion. The peg to be deleted is always the one that was introduced last (p in the
definition). It is to be identified with a familiar peg p . In the first step, the discourse markers
that are mapped tp are reset so that they are mapped to p in the output, and in the second
step, p is deleted. The properties of the other discourse markers and pegs are not affected.

Definition 3.18 Peg Deletion

Let cte CT.

ctlp. =pl =, {<D,n,rjiw>gs,j[ <D,n+1,s,jw>e CtAicjA
vdeD [[s(d) # p_ - r(d) = s(d)]A

[s(d) =p - r(d)=npll}
if Pdom(ct) = P_ A p. e Pdom(ct), undefined else.

Note that this ¢p is not an update. Neither is it monotonic, since the number of pegs is
reduced.Nevertheless, under certain circumstances, we can use it in combination with
updates to yiel a new update. Notice that Peg Deletion is undefined if Pdom(ct) = @ or
Pdom(ct) =P .

3.3.2 The Semanticsof DITT

At first glance, the semantics of DITT is pretty similar to DETT. The crucial fact to be noted

is that every DITT-possibility <D,n,r,i,w> uniquely defines a partial sequence s. We simply
have to compose the referent function r with the peg interpretation i. Interpretation is again
relativized to a total sequence and an assignment function, and additionally to possible
worlds The latter have the same function as in Montague's IL and need no further comment.
Contexts angequences are related to each other by means of these partial sequences defined
by the elements of the context. The definitions of extensional domains, sequences,
assignmats, open, familiar, and new discourse markers etc. are identical to the corresponding
definitionsof DETT. | therefore omit them here. The domains of intensional types are now
relativized to worlds and sequences.

Definition 3.19 Intensional Types
If © is a DITT-type, Dom(<s>) =, Dom()>"

The most important formal difference with respecDaTT, besides intensionality, is the fact
thatthe output of an update is always the realistic extension of the context achieved by the
familiar "structural” operations. The motivation for this mov®f course the treatment of the
bridging phenomena discussed above.
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Definition 3.20 The Semantics of DITT

For any modek?® = <E, W, F, MP>, world w, total sequence s, and assignment g, it holds
that:

) ||c:||gSW s © (W) iff ¢ e Con,
1)) VI g = e g(v) iff ve Var,
iii) ||d||gSW 4w S(d) iff de DM,

V) 1Bl g, el o SIBL G )

V) AV . |\ o de M(f e Dom(<t,0>) A wX: f(X) = || ),

g[v/x],s,w

Vi) ”Aa‘r”gsw 4o L(feEDOM(<sz>) A VteSvveW: f(<t,v>) = |« | t)
vii) IIlelgSW‘defl gSW(<S w>),
viii) ctfa = B]gsw s &X{<D,nriv>ectivs ri c '~ |oc|| =B os, b

iff od(a) u od(p) < Ddom(ct), undefined else,
iX) ct[—|c|>]gSW o (K ect] =l € ct[c|>] W k<1})

x)  ctdny] = defct[cbl oo k¥ g
Xi) Ct[EIV ¢] S,W def (U xe Dom(z) Ct[¢]g[v/x],s,m>’
)OO ], g T, L)
Xiii) Ct[gd'd)]g,s,w 4o (POSN {<Du{d},n+1,r[d/p J,i{<p ,a>},v>|
<D,n,ri,v>e ctA ac E})[d)]g,s,m?
where r[d/p ] is exactly like r except that it maps d to p ,
Xiv) Ct["“]g,s,wz s &X{<D,n,ri,v>ect| vSrei ¢ '~ leel o, = 11}
iff od(a) < Ddom(ct), undefined else,
XV) ||llc|>||g’ o def1 iff vD,n,r,i[<D,n,r,i,w>¢e POSA rei c S
A{<D,n r,|,w>}[c|>] o ,Is defined- {<D,n,r,i,w>}{ d)]g,s,w# 0].
XVi) ct[<>c|>]gSW sikect| ct[cb] .2 Ok
Auxiliary definition:
xvi)) CtTo], = ol sosomen CHIP = PIR] ..,
if 3pePdom(ct) : ct[p :p]‘b]g,s,ﬁ 0, undefined else.

There are three major differences with respect to DETT, ignoring realistic extensions and
intensionality.The first concerns the definition of the dynamic existential quantifier in clause
xiii). It is no longer required that the discourse marker quantified over is a new one. If it is
already present in the input, it is reset to the newly introduced peg. Accordingly, if a formula
¢ denotes a total update functigrd.¢ does too. This corresponds to the fact that there is no
counerpart to Heim's Novelty Condition in DITT. The Familiarity Condition, on the other
hand, is carried over (clause (viii) and (xiv)).
The secondmportant innovation concerns the use of the Topic-opefatdhis is just
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a syntadt counterpart of the Peg Deletion operation defined above. Since the output of this

ccp is not generally more informative that the input - it contains fewer p&gsdoes not
generally deote an update. Therefore clause xvii) is not part of the "official® semantics.
Neveatheless, it is useful for the definition of a Topic-operator that maps determiners to
determiners.

In claue xvi), Veltman's['90might-operator is introduced. This serves as a test. If the

output of an updatep in an input context ct is defined and does not e@uahe input
conext remains unchanged. Otherwide results. Note that it involves existential
guantification over sequence-world pairs, not simply over worlds as in traditional modal
logic. We will mainly use its dual, the dynamic necessity-operator.

Definition 3.21 Necessity
Let ¢ be a type-up-formula.

O = 0

Its semantics is slightly more complicated. It roughly says: If updatingdvitbould delete

possibilities in the input contextd$ gives 0 as output; and ifp would only extend
possibilities, the input remains unchanged.

Fact 3.1 Necessity
For all contexts ct and updat@sit holds that

ctiff vkect 31 I € ctfp] A k<]

ct[ch]g’S’W:
O else

The DETT-noion of truth in a context makes use of the completion of a context. A
correspnding notion is straightforwardly definable in DITT. The completion is not simply
a set of total sequences as in DETT but a set of sequence-world-pairs.

Definition 3.22 Completion of a Context
Let ct be a context and S the set of total sequences.

compl(ct) = . {<s,w>=SxW[3D,n,r,i [<D,n,r,iw>e ctA rei c s]}

Now, the DETT-definitions of truth and entailment are also applicable to DITT.
| do notintend to investigate the logical properties of DITT here in detail; they are
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very simila to DETT. What we are really interested in is the application of this language as
an interpreation medium for English. In particular, we are now able to deal with the different
readings of the definiteatierminer, including bridging constructions, in a precise, formal, and,
last but not least, compositional way.

3.4 A Compositional Treatment of Topicality and Bridging

3.4.1 Indefinites and Pronouns

The treatmen of indefinites and pronouns in DITT is more or less a repetition of the
corresponding translations in DETT. They will be presented rather briefly.

(38) A, man walks. He talks.

The translations of the lexical entries involved are syntactically identical to the DETT-
translatons presented in the previous chapter. The same holds for the syntax of the fragment
of English discussed there and the corresponding semantic operations. Therefore the
translation of (38) into DITT is syntactically identical to its DETT-translation.

(39)  £d. tman'(d) A fwalk'(d) A Ttalk’(d)

But the intepretation of (39) is of course different from the interpretation of the
corresponding DETT-formuta .

(40) a. ctfd. tman'(d) A twalk'(d) A ﬂtalk'(d)]g‘sywz
{<D{d},n+1,r[d/p ].iv{<p ,a>},v>| <D,n,r,i,v>e ctA
ac F(man')(v) n F(walk')(v) n Ftalk')(v)}

b.|l£d. Tman'(d) A Twalk'(d) A ﬂtalk'(d)||gSW: 1 iff
F(man')(w) » Fwalk')(w) n Ftalk')w) # &, 0 else
c. Ix[man'(x) A walk'(x) A talk'(x)]

The upate corresponding to (38) introduces a new peg p , it fixes the value of d to this peg,
no mater whether d was already present in the input or not, and it maps the new peg to an
individual tat is a walking and talking man in the respective world. These are just the
operations we expected this discourse to execute in the informal discussion above. It should

“As long as it is not indicated explicitly, we assume that the set of Meaning Postulates is empty. In this
case, the realistic extension of a context is the context itself.
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be noted that there are no straightforward counterparts to CRS-conditions in the "official"
theory, their part is taken over by restrictions on the peg interpretation function "i". This is
reminiscent of the role of file card entries in the metaphoric variant of FCS as compared with
the formal theory.

Although the operations on contexts that an update executes in DITT are more
complexthan in DETT, the truth-conditional content remains the same, as can be seen from
(40b), which corresponds to the first-order formula in (40c).

This similarity is carried over to sentences containing free anaphors.

(41) a. Hg talks.
b. ftalk'(d)
c. ctfitalk'(d)], = {<D.n.riv> e cf i(r(d)) € Falk) (v}
d. juitalk(d) = 1 iff s(d)e Falk')(w)

(41b) singlesout those possibilities in the input that map d to a talking individual, no matter
which peg mediates this interpretation. If d is not an element of the discourse domain of the
input, no output is defined. The truth-conditional contents of (41) under DETT and under
DITT are just identical.

3.4.2 Referential Definites

The increasedxpressive power of DITT comes into play as soon as we try to extend the
fragmen to definites. Remember that a satisfactory analysis was impossible in DETT. Our
example is repeated.

(38) The PRINter is out of order.
In the CRS-model, we required that (38) both introduces a new printer-peg and fixes d to it.
Besides this, we wanted to express that there is exactly one printer in the world/model, and

thatthis printer happens to be out of order. How to express this in DITT? The first two steps
are fairly simple.

(39) Ad. Tprinter'(d)
Unigueness corresponds to the fact that any printer-peg introduced later is bound to be

corefeential to d. A first attempt is the dynamic version of traditional translation of the
definite determiner.

(40) £d. tprinter'(d) A =(£d'. tprinter'(d') A d=d')



4. A Compositional Treatment of Topicality and Bridging 97

But this formalization is not in accordance with intuition. Consider the example:
(41) The man who ate his hat ...

Generalizing from (40), we get
(42) Ad. tman'(d) A feat'(d,hat'(d)) A =(£d". Tman'(d’) A Teat'(d" hat'(d)) A d=d)

This sgs roughly that there is a man x who ate his own hat and that there is no man y who
atex's (!) hat. In other words, the bound-variable-readindnisfhat cannot be carried over

to thepossible alternatives to the hat-eating man whose existence is denied. The index "d" of
the anaphoric pronoun cannot be renamed. In FCS or DETT, this would be the end of the
story, but sine we do not have a Novelty Condition anymore, we do not need to introduce
a new discourse marker d' in the second conjunct. Instead of (40) and (42) , we have:

(43) a.cd.fprinter'(d) A 3x(d = XA ~(&d. fprinter'(d) A d=Xx))
b. £d. tman'(d) A Teat'(d,hat'(d)) A Ix(d = XA =(£d. Tman’(d)
A feat'(dhat'(d)) A d=x))

(43a)says: In a first step, introduce a new printer-peg and fix d to this peg. In the following
step check whether it is possible to introduce another printer-peg with an interpretation
different from the first printer-peg. If you succeed, give an error-message (formally: the
outputis 0). Otherwise, move back to the stage after the first step. The first value of d is
stored, so to speak, by means of the static variable x, to check whether d's second value is
the same or not.

The translation of the VRs out of order does not cause further problems. The
translation of (38) therefore should be

(44) Ad. tprinter'(d) A 3x(d = XA =~(£d. Tprinter'(d) A d=x)) A Tout_of _order’(d)

Since the last conjunct is outside the scope of the negation, d now gets its original value
again.

It is a matér of an ongoing discussion, whether the existence and uniqueness claims
tied to definites are to be treated as presuppositions or assertions. Since we have identified
two readingsof the definite article, the question has to be answered for either reading
separately. As far as the referential reading is concerned, the presuppositional account is
obviously wrong.

(45) a. Bill resembles Mary so closely that he really could be the brother of this girl.
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b. Bill ahndt Mary so sehr, daf3 er wirklich [ der Bruder des Madchens sein konnte]
B. resembles M. that much that he really  the brotheethgirlcEN be could

According to the presuppositional account, the definitehgmrother of this girl triggers an
existenial and a uniqueness presupposition that is projected to the matrix clause. Hence the
whole ®ntence should have this presupposition. Now suppose Mary does not have any
brother atall. In this case, a presupposition failure should result, but it doesn't. The German
translaton shows that the DP at hand is not a Topic. Hence we conclude that referential
definites assert existence and uniqueness of their referents. This is predicted by the
translation in (44).

To develop the translation of the referential definite article itself, we have to abstract
away from the predicatgginter andis out of order in (44).

Definition 4.1 The Referential Reading of the Definite Determiner
the, ==>APAQZd.P{"d} A Ix(d=x A =(£d. P{"d} A d=x)) A Q{"d}

For completeness, the compositional derivation of the translation is given.

(46) a.

the, 1 D mAPAQZd.P{"d} A Ix(d=x A =(£d. P{"d} A d#x)) A Q{"d}

I

| printer :: NP :Ax.1printer'("x)

| /

the, printer :: DP :2QZd.fprinter'(d) A 3x(d=x A ~(£d.Tprinter'(d) A d#x)) A Q{"d}
|

| is out of order :: VP :Ax.Tout_of _order'("x)
lhed pri/nter Is out of order :: S ::
Ad.tprinter'(d) A Ix(d=x A =d.1printer'(d) A d=x)) A Tout_of_order'(d) (=A)
b. ct[A]g’S’W: {<Du{d}n+1,r[d/p J.iv{<p ,a>},v>| <D,n,r,iv>€ ctA
F(printer')(v) ={a} A ae F(out_of_order')(v)}
C. I llA||gyS’W: 1 iff JacE [F(printer')(w) = {a} A e e F(out_of_order')(w)], O else
d. Ix[printer'(x) A =3y[printer'(y) A X = y] A out_of order'(x)]

The tuth-conditional content (46c¢) does not come as a surprise. The sentence is true iff there
Is exactly one printer and this printer is out of order. This can be expressed by the first-order
formula in (46d).
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3.4.3 Anaphoric Definites
Now let us turn to the other reading of the definite article.
47 LTopiC Thed ] student is intelligent.

For reasons not to be discussed here (cf. Jager['92]), subjects of individual-level predicates
(cf. Kratzer['89b], Diesing['92]) likantelligent are obligatorily [+Topic]. Hence there is no
ambiguity. This predestinates this kind of construction to the investigation of the issue:
presupposition or assertion?

(48) a. | cannot believe that the student is intelligent.
b. If the student were intelligent, he would solve the problem.
c. Maybe the student is intelligent.

None of theseexamples is compatible with the knowledge that there is no student or that
thereis more than one salient student. Hence we conclude that the Topic-morpheme not only
narrows dow the domain of interpretation, it also shifts the descriptive content from
assetion to presupposition. The operations to be performed by the update are first presented
informally:

(49) a. Fix the discourse marker "d" to a familiar peg p
b. Check that the value of p is a student under each peg-interpretation.
c. Check that there is no other familiar peg p such that the vaIlJJe of p is a student
under each peg-interpretation.
d. Eliminate those possibilities where the value of p is not intelligent.

How to formalize the first step? The only way to introduce a new, or to reset a familiar,

discoursemarker is the application of the dynamic existential quantiftés”,” but this
introduces a new peg and fixes "d" to that peg. Here is where our Topic-operebones

into play. T deletes the last peg introduced - the value of "d" in the present state - and fixes
"d" to a familiar peg. This familiar peg has to be mapped to a student.

(50)  £d.Tistudent'(d)

Note that, although T fstudent'(d)" is not an updateZd.T fstudent'(d)" is. The latter's

output contains the same number of pegs as the input. But it does not suffice that "d" is
mappedto some student-peg in every possibility of the input: it has to be the same one in
every possibility. This corresponds to the fact that the existence of a student-peg is
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presupposed and not merely asserted. This can be done by means of the necessity-operator,
what can be taken to be a reconstruction of the intuition that Topics carry "old" information.

(51)  £d.T Ofstudent'(d)

This update succeeds if and only if there is a familiar peg in the input that is mapped to a
student inevery possibility. The uniqueness-requirement is implemented in the same way as
before, such that the desired translation of (47) is

(52) £d.T Ofstudent'(d) A 3x(d=x A =(£d. T Ofstudent'(d) A d=x)) A fintelligent'(d)

The meamg of the anaphoric definite determiner is again achieved by abstraction over the
nominal and the verbal predicate.

Definition 4.2 The Anaphoric Reading of the Definite Determiner
[+T0picthe J ==>APAQAd. TOP{"d} A 3x(d=Xx A =(£d. TOP{"d} A d=x)) A Q{"d}

It was mentioned above that these two readings of the definite article are not a matter
of lexical ambiguity, but rather are driven by the presence vs. absence of the Topic-feature.
Hence there must be a template that corresponds to that feature and that maps the referential
to the anaphoric reading. By comparing the referential reading in definition 4.1 and the
amaphoric reading in definition 4.2, it becomes clear that the only difference is the prefix
"TO" preceding every occurrence of "P" in the anaphoric variant. The definition of the
Topic-template is thus straightforward.

Definition 4.3 The Topic-Template

Let "top" be a DITT-constant, top Exp(<<s, det>,det>>). For every DITT-modgl ,
sequence s, and assignment g, it holds that:

”tOPHW,g,s,w:def”)‘D AP {"ax TOP{x}} ”W,g,s,w

<s,det> <s,pred>D <s,e>
The referential reading is taken to be the basic one. Topic assignment is done by means of
an additional syntactic rule.

Definition 4.4 Topic Assignment

I) I:+T0pic D] ==>D

ii) DP ==> [+Topic D], NP

Iii) trans([+T0piC D]) = top("trans(D))

wheretrans is the translation function from English to DITT
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The first line gives the syntactic rule that assigns the Topic-feature to a determiner. The
second line indicates that [+Topic]-determiners show the same distribution as [-Topic] ones.
The lastline gives the translation rule for Topic assignment. The fact that this feature
presumably peolates to DP does not matter here. We are now able to derive the translation
of (47).

(53) a.
the, :: D APAQZd.P{"d} A 3x(d=x A =(£d. P{"d} A d=x)) A Q{"d} (= A)

I
the, :: LTopic D] :: top(A)

| student :: NP :Ax.Tstudent'("x)
| /
the, student :: DP :: top)("Ax.1student’ ("x))

| isintelligent :: VP :Ax.Tintelligent'("x)
|/
the, student is intelligent :: S :: tog()("Ax.Tstudent’ ("x))("Ax.lintelligent' ("X)) (=B)

b. ADAP.D{"AX.TOP{Xx}}(* ARAQZLd.R{"d} A Ix(d=x A ~(d.R{*d} A d=x)) A Q{*d})
= APARAQAA.R{"d} A Ix(d=x A ~(7d.R{"d} A d=x)) A Q{"d}" AX.TCIP{x})
= APAQAAAX.TOP{X}("d) A Ix(d=xA =(€d.Ax. TOP{X}("d) A d=x)) A Q{"d}
= APAQAA.TOP{"d} A IX(d=x A ~(£d.TOP{"d} A d=x)) A Q{"d}
= top("A)
c. APAQAA.TOP{"d} A IX(d=XA =(£d.TOP{"d} A d=x)) A Q{"d}(” Ax.Tstudent'("X))
= 2AQAd. TOfstudent'(d) A Ix(d=x A ~(£d.TOlstudent' (d) A d=x)) A Q{"d}
= topA)("Ax.Tstudent'("x))
d. AQZd.TOfstudent'(d) A Ix(d=x A =(£d.TOfstudent'(d) A d=x)) A Q{"d}
(“Ax.tintelligent' ("x))
=£d.TOrstudent' (d) A Ix(d=x A ~(£d.TOfstudent'(d) A d=x)) A Tintelligent'(d)
=B
e. ct[B]g‘S’W: {<Du{d},n,r[d/ a],i.v>| <D,n,r,i,v>€ ctAi(a) € F(intelligent')(v)}
iff o« =uX(X e Pdom(ct)A v<D,n,r,i,v> € ct: i(x) € F(student')(v)),
undefined else.
f. llB||g]S’W: 1 iff F(student')(w) < F(intelligent')(w), O else
g. VX[student'(x) - intelligent’ (x)]

The update is ot defined in the empty stafle which reflects the fact that the Topic has to
be linked to the preceding discourse in one way or another. The anaphoric character of the
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Topic-subjectthe student is reflected by the fact that the truth-conditional content of (47)
(given in (53f)) corresponds to an universally quantified first-order formula, namely (53g).
Remember that the truth-conditional content of sentences containing free anaphora
corresponds to universally quantified formulae, too. Nevertheless, there is no anaphor in (47)
in the syntactic sense of the word. This universal force of the Topic is swallowed, if the
sentence is preceded by a sentence where a student is mentioned.

(54) a. Thereisa student. (..;)rOL
b. £d'.1student'(d")** A B
c. ctd'.Tstudent'(d") A B]g,s,W: {<Du{d,d},n+1,r[d"/p ][d/p ].i{<p ,a>}v>|
<D,n,r,i,v> ¢ ctA ac F(student')(v) n F(intelligent')(v)}

iff Vp(p € Pdom(ct)- 3<D,n,r,i,v>¢ ct: i(p) ¢ F(student')(v)),
undefined else.

d. |l&d  1student' (d") A B”g,s,w: 1 iff F(student")(w) n F(intelligent')(w) #d,

0 else
f. 3Ix[student'(x) A intelligent'(x)]

The ] student is intelligent.

ic

The discouse in (54) introduces two new discourse markers into the context, d and d', but it
only introdwces one new peg. Both d and d' are mapped to this new peg. The interpretation
of the peg has to be an intelligent student in each possibility. Since the definite Topic triggers
a uniguenespresupposition, the discourse is only felicitous in a context that does not contain
a student-peg already. More precisely, there must not be any familiar peg that is mapped to
a student irevery possibility.

(55) Yesterday, | met Peter. His brother is studying at the university. (...)
The student is intelligent.

It is not excluded in (55) that Peter is a student, too. The uniqueness-presupposition only
excludes that Peter ksiown to be a student in the input context.

Accordingly, this version of the uniqueness-presupposition in (54) does not carry over
to the truth conditions (54d). They only assert the existence of an intelligent student.

3.4.4 Donkey Sentences with Definite Descriptions and the E-Type Strategy

There is a lag tradition in analyzing donkey sentences that is incompatible with the view
advocated here (cf. Evans['77], Cooper['79], Heim['90], v. Fintel['94], ...). Its apologists rely

“The cacrete analysis ahere-sentences is not at issue here. For a careful discussion in a dynamic
setup, cf. Blutner['93].
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on the observation that the sentences in (56a) and (b) are synonymous.

(56) a. If afarmer owns a donkey, he beats it.
b. If a farmer owns a donkey, the farmer beats the donkey.

The core claim of that approach says that the pronterendit in the (a)-example should

not be treated as bound variables (or discourse markers respectively) but as disguised definite
descrptions (so-called E-type pronouns, cf. Evans['77]). The synonymy is accounted for by
the assumptionthat the pronoutne itself is synonymous witlthe farmer or even withthe

farmer who owns a donkey. It should be interpreted dke donkey or the donkey a farmer

owns. There are basically two ways to assign such a meaning to the pronoun: either you copy
the NP from he antecedenfarmer anddonkey respectively) into the scope of the pronoun

at LF, a you make use of some coindexing mechanism that ensures identity of descriptive
content between antecedent and pronoun (the attempt to attribute the semantic content of a
pronounto pure pragmatics does not qualify as a serious option in my view). It is obvious
that the first option is incompatible with the requirement of S-compositionality. Pronouns -
as evey lexical entry - denote whatever they denote by means of their lexical information,
and that is a&lthere is to be said about this issue. The second option - coindexing - is
possible, but it leads to wrong predictions.

(57) a. °Ifa dog meets a d]ogi, it barksjat it.
b. “Ifa dog meets a dJog , the dog barks at thg dog.

If the coindexing in (57a) were only to serve to transfer the descriptive cdogefiom the
anecedents to the respective pronouns, then (57a) should be semantically identical to (57b).
But thelatter is completely out, while the former is merely somewhat awkward . Hence we
have to onclude that identical indices force coreference, too. This is also assumed in the
dynamic approach. But if coreference is necessary anyway, why should we assume identity
of descriptive content? By Occam's Razor, this assumption is superfluous and therefore to be
denied.l conclude that the E-type strategy is - besides being unavailable in the present
approach - also undesirable from the point of view of the empirical predictions it¥hakes .
Neverthelss, the synonymy in (56) remains to be explained. Although it does not

BMatters do not improve if we choose the more complicated option.
i) ‘If a dog meets a dog, the dog that met a dog barks at the dog that a dog met.
This setence is as bad as (57b). In the rest of the paragraph, only the simplified version is discussed, but the
argumentation carries over to the more complicated one.

“Heim['90] develops a more sophisticated descendant of the "classical" E-type strategy where pronouns
are not taimed to be plainly synonymous to definite descriptions sharing the descriptive content with their
antecedent. Nevertheless she admits that this construction type is problematic for her approach.
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provide a tool to analyze donkey constructions in general, it is an interesting empirical
problem. Toput it another way round, instead of beingegplanans, it is anexplanandum.

The teatment of definites outlined above predicts both the synonymy in (56) and the
contrast in (5), as long as we consider the definites in (56b) as Topics. Before showing this,
| introduce an abbreviational convention, since the fully spelled out DITT-translation of the
definite determiner is rather intractable.

Definition 4.5 THE
THEd @) =def€d.c|> A IX(d=XA =(€d.p A d=x)) A ¢

Instead of (58), | have chosen an example with only one donkey pronoun. The analysis
carries over to the "classical" donkey sentence.

(58) a. Ifg man walks, he moves.
b. £d. tman'(d) A twalk'(d) - Tmove'(d)
c. ctd. tman'(d) A fwalk'(d) - Tmove (d)]gSW
= {<D.n.riv>| Ffman’)(v) n Ewalk')(v) = F(move')(v)}
d. |l&d. tman'(d) A fwalk'(d) - ﬂmove'(d)ngSW
= 1iff F(man')w) n Fwalk')w) < F(move')(w), 0 else
e. vx[man(x) A walk'(x) - move'(x)]

(59) a.lIfg manwalks, {Opic the ] man moves.
b. a manwalks ::'S Zd.Tman'(d) A Twalk'(d)

if : C:ApAQ.pP-q
/
fa, manwalks :S :: Ag.£d. fman'(d) A twalk'(d) - "q

|

I

|

i

|

I lth%, :: [Topic D] ::APAQ.THE (TOP{"d}(Q{"d})
I I /man = NP :Ax.Tman'("x)

|  the, man: DP AQ.THE, (TOTman'(d))(Q{"d})
|

| ] moves :: IV :Ax.Tmove ('x)

| /

| the, man moves :: S :: THETIman'(d"))(Tmove (d’))
|/

i

fad man walks, théa man moves :: S
i Zd. fman'(d) A twalk'(d) - THE, (TO1man'(d’))(Tmove'(d)) (=A)
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C. ct[A]gswz {<D,n,r,i,v>| F(man')(v) n F(walk')(v) ¢ F(move)(Vv)} iff
B vp(p € Pdom(ct)- 3<D,n,r,i,v> ¢ ct: i(p) ¢ F(man')(v)),
undefined iff
Ip(p € Pdom(ct)A v<D,n,r,i,v> e ct: i(p) € F(man')(v)).
d. ||llA||g’$’W: 1iff F(man') n F(walk')(w) c¢ F(move')(w), O else
e. vx[man'(x) A walk'(x) -~ move (x)]

Accarding to our analysis, (58) and (59) are not completely synonymous. The definite
desciption the man in (59) triggers an existential and a unigqueness presupposition. The
former is swallowed by the antecedent of the conditional, but the latter is projected to the
entire sentence. Accordingly, the update is only defined if there is still no man-peg in the
input context. This seems not implausible to me. Nevertheless, the truth-conditions assigned
to the sentences (58) and (59) are identical. Hence our approach is no worse than the E-type
analysis in this case.

Now let us investigate the contrast in (57). The (a)-example is unproblematic.

(60) a. Ifg dogmeetsa dog, it barks atit
b. #d.1dog'(d) A<d'. fdog'(d") A tmeet'(d,d") - thark'(d,d")
c. ctgd.dog'(d)A&d'. 1dog'(d) A Tmeet'(d,d") - ﬂbark'(d,d')]gSW
= {<D,n,1iv>| Fdog)(v) x Fdog')(v) n F(meet')(v) = Floark')(v)}
d. vxvy[ dog'(x) A dog'(y) A meet'(X,y) - bark'(x,y)]

This is the interpretation we expect. Let us turn to the bad example.

(61)

a. If 8, dog meets a dogk,rlpic

the ]dog barksﬁtp[c ;the ]dog.
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:?.ad dog meets g dogS::: Aq£d.tdog'(d) A £d'.1dog'(d") A Tmeet'(d,d")- "q
: thed,,, dog :: DP :AQ.THE,, (TOfdog' (d")(Q{d"})

: : barks at :: TV :ATAX.T{" Ay.bark'("x,y)}

: Larlﬁs atthe dog:: VPAX.THE, (Totdog' (d™))(tbark'("x,d™)) (ZA)
: : th%,, dog :: DP 2Q.THE, (TOfdog' (d")(Q{d"})

i ;hed,,/ dog barks atthe dog :: S :: THH(1dog'(d"))(A(d")) (=B)

i

fa, dog meets g dog, the dog barks atthe dog::S:
£d.tdog'(d) A £d'.tdog'(d") A Tmeet'(d,d") - B (=C)

C. B= Ad"TOnrdog' (d") A Ix(x=d" A =(£d".TOdog (d") A x=d")) A
Ad"TOnrdog' (d™) A Ix(x=d™ A ~(£d™.TO1dog' (d") A x=d™)) A
fbark'(d",d™)
d. ct[C]g‘S’W: undefined

(61a) is undefined in each context, since the antecedent of the conditional introduces two
different dog-pegs, while the consequence presupposes that there is exactly one. If we were
to analyze the definite DPs in (57b) as being referential, we would get an interpretation,
samething likeThere is no more than one dog all over, and if this dog meets itself, it barks
at itself. This interpretation is excluded by Binding Principle C. Hence the ungrammaticality
of (57b) is explained.

Note that (57) cannot be treated in parallel to the famous bishop-sentences which
Heim['90] attributes to Hans Kamp:

(62) a. If a bishop meets another man, he blesses him.
b.  @If a bishop meets another man, the bishop blesses the man.

Both (62a) ad (b) imply If two bishops meet each other, they bless each other. Under a
simplidic interpretation of the uniqueness presuppositions triggered by the definites in (62b)
(and, undethe E-type analysis, in (62a) too), the sentence instead should come out as truth-
valueless,fithe man who is met is a bishop, too. This is another story than the one told by
(57), since(62b) is nearly as acceptable as, and even more or less synonymous to (62a).
Under the present approach, the uniqueness-presupposition triggeted lmghop only
requiresthat the peg that the definite picks up is not interpreted as a bishop under every peg-
interpretation admitted by the context. It does not matter if it happens to do so in one
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possibility or the other. But (62b) is in fact problematic under the present approach. If we
take it forgranted that bishops are always men, a violation of the uniqueness presupposition
of the man results. We either have to admit that bishops are not necessarily men, or we have
to refine the interpretation of the definite determiner slightly.

(63) "The P Q" meas "There is one individual x that is P and possibly Q, and there are
no individuals y different from x that are P and possibly Q, and x is Q"

According to this approachhe man in (62b) roughly meanthe only man that the bishop
could bless. If we assume that bishops do not bless themselves (as far as | know, religious
corfessions differ in this respect), (62b) comes out as synonymous to (62a). | refrain from
formalizing this idea since it causes quite a lot of technical difficulties that would lead us
beyond the scope of this dissertation.

To conclude, if we contrast donkey conditionals with anaphoric pronouns in the
consguence to parallel examples with definite descriptions, there are three observations to
be accounted for.

(64) a If a man walks, he talks.
b. If a man walks, the man talks.
(65) a If a bishop meets a bishop, he blesses him.
b “If a bishop meets a bishop, the bishop blesses the bishop.

To start with, (64b), containing a definite description, does not presuppose or assert the
existence and uniqueness of a single man. Even if we know that there is a walking man, there
may ke other men besides him. A theory of definiteness that requires general existence and
unigueness is unable to account for this observation

Secondly,the pronourhe and the definite descriptioiine man are interchangeable in
(64). An adequate theory of definiteness has to predict this. Finally, this interchangeability of
pronounsand definites breaks down in examples like (65) where subject and object of the
antecedencare syntactically identical. | am not aware of any semantic theory of anaphoricity
and definieness except the one presented here, that is able to account for all these data. (65b)
proves that diteness is connected to uniqueness in a certain sense, but it has to be
restrictedin an appropriate way such that the uniqueness presupposition cannot project to the
top level in(64a). The semantics of Topics given in this chapter is able to fulfill this
requirement.

3.4.5 Bridging without Accommodation

Before we start formalizing the strategy to deal with bridging constructions that was
informally discussed in paragraph 3.2, let me make two more remarks. To start with, it
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should bestressed that our mechanism is only intended to account for bridging in connection
with anaphoric definites. To state this explicitly:

ANAPHORIC Definites trigger an existence and uniqueness presupposition w.r.t. the peg
system of the input context.

Referentialdefinites are sometimes related to the linguistic context by means of a kind of
bridging too (some examples are discussed in paragraph 3.6.1 below), but there another
mechanism is needed.

As asecond point, attributing all bridging inferences to Meaning Postulates is a great
oversimplification. Look again at the city-hall-example:

(66) In every city, the city hall is near the market place.

The analysis of this example crucially depends on the presence of two Meaning Postulates
that ersure that each city has a city hall and a market place. This is of course too strong.
Berlin, for example, does not have a market place, but this knowledge failes to make (66)
unacceptable. Hence, some Meaning Postulates rather have the status of a generic statement

thanthat of an analytical truth that a Meaning Postulate usually expregsesses. It was

already mentioned at the end of subsection 3.2.2 that the term "Meaning Postulate" might be
somewhat misleading since the information Meaning Postulates encode in our system rather
have the status of presuppositions (in the sense that each discourse presupposes the weakest
system of Meaning Postulates that makes it acceptable). It is well known that presupposition
may be defeasible, but since the underlying logic of the present system is a monotonic one, this
cannot be accounted for here. With this proviso, we now can formulate our claim more

precisely:
An anaphoric definite is only licensed if its presupposition is supported by contextual
information together with analytic and generic knowledge BEFORE the definite is
processed.

Now let us work through the examples discussed in paragraph 3.2.

(67) John is married. The woman is nice.

Without advocating a particular theory about the semantics of proper nouns, | assume that
John is just an abbreviation fahe individual called John.

(68)  Johp ==>,P.THE, (ljohn’ (d))(P{"d})



4. A Compositional Treatment of Topicality and Bridging 109

The static predicatgohn' is intended to denote the set of individuals called John. We might
require thatt rigidly denotes one and the same singleton set in every world, but this does not
matter for our purposes.

(69) a. [Topic John ] is married.
b.  THE (TC1john'(d))(Tmarried'(d))
C. ct[THEd(I'Dﬂjohn'(d))(ﬂmarried'(d))]g’sywz

rex({<D u{d},n,r[d/ «],i,v>| <D,n,r,i,v>€ ctAi(a) € F(married')(v)})
iff o =1p(pe P A'v<D,n,r,i,v>e ct[i(p) e FGohn')(v)]), undefined else

In the previous section, we ignored the fact that we have to compute the realistic extension
of the outputsince the set of Meaning Postulates was empty and hercgas just the
identity function. Now suppose we do have Meaning Postulates.

MP1: wx[OJjohn'(x) - Omale (X)]
MP 2. wx[Omarried'(x) A Omale (x) - 3y[d woman'(y) A Cwife' (x,y)]]

Accordingto (69c), after processing the sentence we get a context that contains exactly one
pegthat is necessarily mapped to John. Let us call this context ct'. Definition 3.12 on page
86 gives us a modal first order model based on this context.

(70) M, =, <P .ct'ct'xct,G>, such that:

ct

G(Q")(<D.n,riw>)={<q,..,q > P" [ <i(q), ..., i(g )> F(Q")(w)}

The first Meaning Postulate is valid in M . Let us again ust refer to the one and only
peg mapped necessarily to John in ct' again:

(71) = <P, .ct,ctxct,G>, such that:

ct  def

G(ohn')(<D,n,ri,v>) ={ge P [i(g)e FGohn)(v)} = { «}

G(male')(<D,n,r,i,v>) ={ge P_[i(g)e F(male')(v)}

o € G(male')(<D,n,r,i,v>)

I0john'(x) -~ Omale' ()| Dnrivogie] 1

I'vx[Jjohn'(x) - Cmale' (X)]| DOnrivg 1
Since tle Meaning Postulates must be supported by the DITT-model (definition 3.3), the
interpretationof john' is a subset of the interpretationroéle’. This ensures that MP 1 also
holds in every context-model.
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Things are different w.r.t. MP2. According to (69@), must be mapped to an element
of F(married') in each possibility of ct'. Hence the antecedence of MP2 is fulfilled in every
possibility and under each variable assignment, but the consequence is only fullfilled if there
is a peg among P that is mapped to John's wife in every possibility of ct'.

(72) a. o e G(male)(<D,n,r,i,v>)
b. « e G(married')(<D,n,r,i,v>)
c. |vx[Omarried'(x) A Omal€e'(x) -
3y[0 woman' (y) A COwife' (x,y)]] | =1

<D,n,r,iv>g

iff 3B e P v<D,n,r,i,v>e ctli(p) e Flwoman’) A <i(a),i(B)> e F(wife'))

Supposetis is not the case. Then ct' is not a realistic context. But on the other hand, since
the DITT-model supports MP2, there is a woman that is John's wife in each possible world.
The minimal exension of ct' that supports MP2 is the context that is exactly like ct' except
it contains a new peg p that is mapped to John's wife in each possibility.

(73) a. rex(ct) ={<D,n+1,r,i{<p ,a>}v>|<D,n,r,iv>e ct'A
a e F(woman')(v) A
<i(a),a> e F(wife')(v)}
b. ct[THEd(I'Dﬂjohn'(d))(ﬂmarried'(d))]gysywz
{<Do{d},n+1,r[d/ a]iv{<p ,a>},v>|<D,n,r,i,v>e ctA
I(a) € F(married')(v) A
a e F(woman')(v) A
<i(a),a> e F(wife')(v)}
iff & =1p(pe P Av<D,n,r,iv>e ct[i(p) e FGohn')(v)]), undefined else

Note that the value of the newly introduced peg p need not be unique. If John is a bigamist,
there are podsilities in the ultimate output state that map p to his first wife, some that map

it to his second wife etc. Nevertheless there is only megethat is always mapped to one of

Jom's wives. This ensures that the uniqueness presupposition of the subsequent sentence is
fulfilled.

(74) a. [Topic The, ] woman is nice.
b. THE, (TCOTwoman'(d’))(Tnice'(d"))
c. ct[THE, (TOfwoman'(d’))(Tnice (dl))]g,s,w
={<Du{d'},n,r[d"/ B],i,v>| <D,n,r,i,v>¢€ ctAi(p) € F(nice')(v)}
iff B =1p(pe P Av<D,n,r,iv>e cti(p) e Flwoman')(v)]), undefined else
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(75) a. John is married. The woman is nice.
b. THE, (TOfjohn'(d))(Tmarried'(d)) A THE, (TCTwoman'(d’))(Tnice'(d’))
c. ct[THE, (TCMjohn'(d))(Tmarried'(d)) A THE, (TCJfwoman'(d'))(Tnice (dl))]g,s,w
={<Duf{d,d},n+1,r[d/a][d/p ].iv{<p ,a>}v>| <D,n,r,i,v>e ctA
I(a) € F(married')(v) A
a e F(woman')(v) A
<i(a),a>e Fwife')(v)}
iff o« =1p(pe P Av<D,n,riv>e ct[i(p) e Fjohn')(v)]) A
=3peP v<D,n,riv>e ct[i(B) e Flwoman')(v)], undefined else
d. [WTHE (TONjohn'(d))(Tmarried'(d)) A THE, (T fwoman'(d))(Tnice' (d'))||gSW
= 1 iff Fjohn')(w) < F(married')(w) A B
{a] FGohn")(w) x {a} c F(wife')(w)} n F(woman')(w) n F(nice')(w) = @,
0 else
c. vx[john'(x) - married'(x) A Jy[wife'(x,y) A woman'(y) A nice (y)]]

The most important feature of this treatment of bridging is the fact that the introduction of
the peg corresponding to John's wife is not triggered by théhBRoman. After processing
John is married, the wife-peg is introduced, no matter whether or not it is referred to later.
This sharply distinguishes this approach from theories that use accommodation. According to
such thedes, a presupposition trigger ensures itself that its presupposition is fulfilled. As a
corsequence of this treatmeiiie woman in our example would introduce a woman-peg if
there is none,ral it would not, if there is one already. It is hard to bring such an approach
into line with the idea of compositionality. That this is nevertheless possible is shown by
Beave['92, '93], but it remains unclear in his approach how for instance the presupposition
of the woman is formally linked to the meaning aharried. Our Meaning Postulates,
stipulative though they may be, establish that link.

The licensiig of anaphoric definites in the consequence of conditionals by means of the
material in the antecedence is quite similar to dynamic binding of variables/discourse markers
in the case of anaphoric pronouns.

(76) a. If John is married, the woman is nice.
b. THE, (TC1john’(d))(Tmarried’(d)) - THE  (TCOfwoman'(d’))(Tnice (d’))
==(THE, (TOtjohn'(d))(Tmarried'(d)) A ~THE_ (TOTwoman'(d'))(Tnice'(d")))
c. ct[THE, (TOMjohn'(d))(Tmarried'(d)) A =THE, (’I’Dﬂwoman'(d'))(ﬂnice'(d'))]gvsyW
={<Du{d}n+1,r[d/a]iv{<p ,a>},v>| <D,n,ri,v>e ctAi(a) € F(married')(v)
A ae F(woman')(v) - F(nice')(v) A
<i(a),a>e€ F(wife')(v)}
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iff o =1p(pe P Av<D,n,riv>e cti(p) e FGohn')(v)]) A
=3B eP v<D,n,riv>e ct[i(p) e Flwoman')(v)], undefined else
d. ct[THE, (TOfjohn’(d))(Tmarried'(d)) - THE (T fwoman'(d’))(Tnice (d'))]g‘s]W
={<D,n,r,i,v>| ((F{ohn")(v) n F(married')(v)) x F(woman')(v)) n F(wife')(v) =
((FGohn')(v) n F(married')(v)) x (Fiwoman')(v) n F(nice)(v) n F(wife)(v)
iff o =1p(pe P Av<D,n,riv>e ct[i(p) e Fjohn')(v)]) A
=3peP v<D,n,riv>e ct[i(B) e Flwoman')(v)], undefined else.
e.vxvy[john'(x) A married'(x) A woman'(y) A wife'(x,y) - nice (y)]

The truth-coditions predicted for (76a) are roughyery wife of every John is nice. Besides
this, the sentence carries the presuppositions that there is exactly one John-peg, and no
woman-peg, in the input context.

3.5 Summary

Among the competing recent approaches to discourse semantics - Discourse Representation
Theory, File Change Semantics, and Dynamic Semantics - there is some measure of
agreementoncerning the semantics of indefinites and anaphoric pronouns. These converging
assumptions can be given in a nutshell:

(77) i) Indefinite DPs introduce a novel discourse referent (DRT)/file card (FCS)/
variable (DPL) /discourse marker (DMG).
i) Anaphoric pronouns pick up a familiar discourse referent/...

The kirds of abstract objects which these theories assign to sentences as meanings are
accordingly very similar. The differences mainly concern the way these "meanings” are
composed. DRT assumes a mediatingllefeepresentation called "Discourse Representation
Structures”. In the "canonical" version of DRT (Kamp['81], Kamp & Reyle['93]), certain
transformations operating on DRS's are a crucial part of the theory. As a consequence, DRT
is essentially representational and non-compositional.

At afirst glance, FCS is very similar to DRT. The mediating representations are called
"files", andutterances perform actions on files. This similarity has led many authors to the
conclusionthat FCS is nothing more than a variant of DRT (unfortunately, Heim['90] herself
supportsthis view). There is a crucial difference, though. Interpretation rules in FCS only
make referencéo two aspects of files, namely the domain of a file and its satisfaction set.
Both are modetheoretic objects. The former is a set of individuals and the latter a set of
seqeences. (In Heim['83b], partial functions are used, so that the domain becomes superfluous
asan extra component.) Hence it is possible to identify files with model-theoretic objects,
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andthe whole theory proves to be essentially non-representational. It is even compositional,
with the one exception that some interpretation rules implicitly make reference to the feature

[ definite]. Hence, the interpretation of a complex constituent sometimes depends on
morphosytactic information in addition to the interpretations of the subconstituents and the
way they @ combined. As an additional complication, the input of interpretation is a level
of Logical Form that differs substantially from S-structure. For instance, it is assumed that an
indefinite asa dog has the same LF-category like a sentence (it is claimed to be synonymous
to Thereisadog, and a quantifier likevery cat does not even form a constituent at LF. This

Is clearly adisadvantage since these DPs can be conjomddg(and every cat). It remains
unclear how this can be accounted for in FCS.

DynamicMontague Grammar tries to develop the insights of FCS further (although the
relation of Dynamic Semantics to FCS is unfortunately rarely mentioned in the dynamic
literature). The most important difference concerns the meaning of indefinite DPs. These are
treated on gar with quantifiers, i.e. the indefinite article has a meaning of its own, and maps
a pralicate expression to a function from predicates to sentence denotations. This move
solves the problem of the free conjoinability of DPs. Another, even more important pay-off
Is that the introduction of a new file card/discourse marker is performed by the semantic
courterpart of the indefinite determiner. Thus there is no need to explicitly refer to
definiteness any longer, indefinites can be interpratesitu, and, as a consequence, LF can
be dispensed with in the dynamic framework (as far as indefinites are concerned).

Although the treatment of indeftes and pronouns in the theories mentioned represents
a consideable step forward in comparison to previous approaches such as Montague
Grammar, werecognize a regrettable gap as soon as we turn our attention to definite
descriptions. In DRT, the issue is not investigated systematically. In the dynamic framework,
| am ony aware of two proposals. Van Eijck['91] simply adopts the directly referential
interpraation (definites presuppose existence and uniqueness globally) into a slightly revised
version of Dynamic Predicate Logic. As mentioned above, neither presupposition is always
supported by the observations. The relevant examples are repeated here.

(78) a. Peter resembles Mary so closely that he could be the brother of the girl.
b. John is married. The woman is nice.

In (78a) the existence of Mary's brother is neither presupposed nor asserted (neither, by the
way, is the uniqueness difie girl), and (78b) by no means presupposes that there is only one
woman, the quantificational domain being as small as you want, since speaker and hearer
need not be able to identify John's wife.

The secondlynamic approach to definiteness | am aware of, Beaver['93], is more or
less identical to Heim's['82] treatment; hence it will not be discussed independently.

In contrast taADRT and DMG, Heim['82] devotes a lot of space to the investigation of
definite descriptions. She does away with the "truth conditional” approaches altogether and
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sticks to afamiliarity theory of definiteness. Put briefly, definite descriptions are treated in
paralkel to anaphoric pronouns, i.e. they pick up familiar file cards. The descriptive content
plays, so @ speak, only an auxiliary role: it narrows down the range of file cards the DP is
able to pick p. The use of a definite is - according to FCS - only felicitous if the file card
picked up is known to refer to an individual satisfying the description in the current state of
conwersation. As an epiphenomenal consequence, the definite DP is claimed to presuppose
existenceput not uniqgueness. The sentences in (78) again both provide counterevidence to
this view. h (78a), the existence presupposition is violated, and in (78b), there is no file card
available thathe woman could felicitously pick up.

The preset chapter tries to fill this gap. There are two related starting points that were
used.The first is a possible extension of FCS informally discussed in Heim['82]. To explain
the restricted distribution of pronouns in comparison to definite descriptions, she proposes to
designate aubset of the domain of file cards as "prominent”. Pronouns are only able to pick
up prominentfile cards, while the entire domain is accessible for definite full DPs. The
seond proposal elaborated on originates in GSV['93,'94]. These authors assume that a
context defines two different domains - variables and pegs. Formulae are directly linked only
to variables, while the pegs only copy the information encoded by the variables. Therefore
variables become free to lose old information and acquire new information. One might
Imagine thissystem as a two-tape Turing Machine, where the first tape operates with the
input alphabet and the second one with the output alphabet. Groenendijk (p.c.) once insisted
that the proposal does not have any application in natural language semantics, but | hope that
| have shown the opposite to be true.

In the pesent approach, the peg-tape not only serves as a backup copy of the
information encoded at the discourse-marker-tape. There are certain inference processes that
are lagely independent of the referential indices of DPs, but which are triggered by
descriptive content of certain linguistic items. A relevant example is (78b). From the
descriptivecontent of the vermarry, together with the knowledge that John is a man, it can
be inferredthat there is a woman who John is married to. This kind of information is stored
on the peg-tape directly, without affecting the discourse-marker-tape.

The empircal basis for the analysis of definite descriptions presented here is formed
by the insght thatsyntactically they do not form a homogenous class. There are (at least)
two different determiners subsumed under the term "definite article”. In English, the
difference is only indicated by means of different stress patterns, but in standard German, it
Is expressed by different word order, and in some German and Dutch dialects, even different
formatives are used (cf. Ebert['71]). A minimal pair is given in (79).

(79) a. Ich habe gerade den Dekan getroffen.
| have just now the dean met
'l just met the DEAN'
b. Ich habe den Dekan gerade getroffen.
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| have the dean just now met
'l just MET the dean’

In (79a), wherethe definite object is on the right of the adverbial in the German, and is
stressedn the English versiorthe dean - in the absence of more specific information - refers

to the dea of the department the speaker belongs to. There is a unique referent of the DP
identifiable by both speaker and hearer by meansxwialinguistic information. For this
reason, | have called this class of definites "referential".

In (79b), on the other hand, the object is scrambled in German, and deaccented in
English. It is only interpretable with languistic context. Suppose the sentence is preceded
by A: There are several professors from John's department at the party, including the dean.

Are they having fun? B: | just MET the dean. He was flirting with a student. In this context,

the dean refers to the dean of John's department. Generally, scrambled/deaccented definites
refer back to an item from the preceding discourse; and if the referent of the antecedent is
not fixed, nether is the referent of the definite. Hence | have called them "anaphoric”. As
example (78b) shows, there need not be an explicity mentioned antecedent at all. This
observations easily accounted for if we use the peg-tape for the interpretation of anaphoric
definites.

To return toHeim's file metaphor again, we now have two files. In the main file
(corresponding to the peg-tape), real, i.e. contentful information is stored (formally: each file
card corresponds to an individual property, a function from possible worlds to sets of
individuals). Some file cards of this file have a certain label. There is an auxiliary file (the
discoursemarkers), where only the labels of the cards in the main file, together with a
pointerto the location of the corresponding file card, are written down. There may be more
than onelabel for one "contentful” file card, and there may be file cards without any label.
Anaphoric pronouns are, so to speak, lazy file clerks. They only look into the auxiliary file
containirg the labels. Hence they have no access to those main file cards lacking a label.
Anaphoric definites, on the other hand, are busy file clerks. They look into the main file for
a specific content, and if they find a card that meets their requirements, they assign a new
label to it (to eable the lazy pronouns to find it later on). If there is no card, or more than
one card with the desired content, the file clerk goes on strike.

Referential definites, as well as indefinites, always create a new file card in the main
file, and they either assign a new label to it or they recycle an old one which then ceases to
refer to thecard which it previously referred to. Definite file clerks again are more thorough;
they make the entry on the new card as informative as possible (such that the new card
denotes eher a singleton or the empty set in every world), while indefinites allow for an
arbitrary degree of uncertainty.

Items of different morphological and syntactic categories have different access to the
files. Anaphoric pronouns only look at the surface-file where the labels are stored. Definite
desciptions and indefinites (and probably tense) have to create or recycle labels. Those
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indefinites that were investigated up to now, and referential definites additionally create new
peg-cads. Anaphoric definites are only allowedrtead in the peg-file. Linguistic items of

any categry are allowed to write something into it, as long as they are not part of a Topic
and theycontain descriptive content. This reflects the intuition that Topics carry "old"
information while the Comment adds new information. The descriptive content of Topics
merely seves to identify certain pegs. Up to this point, anaphoric definites were the only
instance of Topics, but in the subsequent chapters, we will see that indefinites and tense may
serve this purpose as well.

3.6 Loose Ends

It does not come as a surprise that the analysis proposed here probably raises more questions
than it answersThis is not an accident. DITT (or the analysis based on DITT) is intended as

a modifiation of both FCS and Dynamic Montague Grammar. In the best case, it avoids
some problems these frameworks are faced with. Nevertheless, DITT inherits most of the
problems of its predecessors. Let me mention some of the shortcomings.

3.6.1 Pronouns

Little of what has been said about the interpretation of anaphoric pronouns is new. They are
simply assumed to pick up familiar discourse markers, and there are standard
counterexamples against this view that | can only list here.

(80) Pronouns of Laziness (cf. Karttunen['69])
Every wise man gives his paycheck to his wife. John gtvieshis mistress.

Obviously,it in the second sentence should be interpretedtass paycheck. But no matter

how we analyzeéhe semantics diis paycheck, the first sentence is unable to introduce any
new dicourse marker in the present framework, since universally quantified sentences are
stdically closed. In this case, the E-type strategy is clearly superior to the dynamic account.
According to Heim['90], anaphoric pronouns can denote function variables as well as
individual variables. Applied to the second sentence of (80), this predicts the following
(static) translation:

(81) give (', f(j'), mistress(j"))
The instantiation of the variable "f' is somehow governed by the context. In (81), f's value

Is the function that maps men to their paychecks. The weak point of this analysis is the way
in which this instantiation is determined. | think that it is not completely utopian to combine
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the E-typeapproach and Dynamic Semantics in such a way ithat our example is
dynamicallybound byhis paycheck, i.e. to reformulate Heim's version of the E-type approach
in an S-compsitional andsemantical way. But it surely will not suffice to allow Skolem
functions as values of pegs, since universally quantified sentences always denote purely
eliminative updates and hence are unable to license anaphors of any kind. | leave the issue
to further research.

Even more problematic for the present account are the different variants of
subordination.

(82) a. There is no unified account for anaphoricity yetjtoptesumably would be a
dynamic one.
b. Maybe there is a solution to these problems. Anyway, it would be too difficult
to workit out now.
c. Most theories have a weak point, although it is sometimes hard toitletect

Here the functions that Heim assumes as interpretation of the pronouns are not even
linguistically present in the respective antecedent sentence. There are two options to account
for such data in a dynamic framework. The notion of dynamic binding may be extended in
sucha way that it covers these dependencies as coindexing. This is the strategy Dekker['91]
choosesAs a consequence, it is difficult to exclude cases where quantification, negation etc.
do block anaphoric dependencies. Chierchia['92] proposes to allow two strategies of
anaphority simultaneously, dynamic binding and E-types. Here the familiar objections
against the laer apply as well, but | have to admit that | am unable to propose any
alternative here.

3.6.2 Definite Descriptions and Bridging

It is an obvious fact that the assumed uniqueness condition on the definite article is much too
strong in most cases. Hence it has to be relativized to some contextually determined domain.
The ®t of pegs provides this restriction in the case of anaphoric definites, but referential ones
range oveithe whole individual domain of the model. Nevertheless, even linguistic context
is eble provide domain restriction for referential definites, as the following example (due to
Manfred Krifka, p.c.) shows.

(83) Ich habe mir gestern ein Auto gekauft.
| have me yesterday a new car bought
‘Yesterday, | bought a new car.’
a. Heute ist bereits die linke Vorderradkappe abgefallen.
Today is already the left front-hub-cap fallen-off
b. “Heute ist die linke Vorderradkappe bereits abgefallen.
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Today is the left front-hub-cap already fallen-off
‘The front left hub cap fell off today’

The objet the front left hub cap preferably remaing situ. Hence it is a referential definite.
but its interpretation is of course nthte one and only front left hub cap, butthe front left
hub cap of the car just mentioned. To put it in other terms, there is a kind of bridging
betweena car in the first sentence artle front left hub cap, namely a part-of relation, but
this kridge is not built by means of Meaning Postulates and pegs. One way to account for
this dbservation is given in Lobner['85]. According to Lébner, the definite article generally
selectsrelational NPs. If the NP happens to denote a one-place propertyr @ikéeft hub
cap), it becanes somehow reinterpreted as a relational one, in our case presumably something
like its front left hub cap. The new argument place can be interpreted as anaphorically to
car. | doubt that this kind of reinterpretation always applies, but maybe it is available as a
kind of last-resort mechanism.

Matters are even more complicated with so-called "inalienable” uses of the definite
determiner. m some languages like French and German, it is possible to refer to body-parts
by singular definite descriptions even if there is more than one possible referent.

(84) a. Hans hat sich wahrscheinlich das Bein gebrochen
Hans has himself presumably the leg broken
b. Hans hat sich das Bein wahrscheinlich gebrochen
Hans has himself the leg presumably broken
'Hans presumably broke his leg'

In (84b) he objectdas Bein (the leg) is scrambled and hence a Topic. Semantically, it
behavesjust as expected; the sentence is only felicitous if exactly one of Hans's legs is
alreadyunder debate. The problematic case is (84a). Here the definite is syntactically marked
as rderential, but nothing like a uniqueness-assertion arises. The meaningHsuadiroke

one of his legs. The fact that this construction-type is not available in English may be seen
as anindication that it is not a proper use of the definite article at all but rather an
idiosynaatic and language specific accident. Vergnaud & Zubizarreta['92], who investigate
similar examples in French, conclude that the article in these constructions is expletive, i.e.
semantically empty.

Presumablythe most daring claim made in this chapter concerns the treatment of
as®ciative anaphoric definites, and accordingly, the possible counterexamples are most
challenging. The proposed strategy to bridging corresponds to a certain strategy of theorem
proving called "forward chaining” in the Al-literature (cf. Charniak & McDermott['85]). If an
asseribn is added to a database, a forward chaining theorem prover draws all inferences that
can be drawrfrom the assertioat the time it is asserted. If a query is made later on, the
system only hato check whether the required theorem is stored in the database or not. The
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oppositestrategy is called "backward chaining”. Here making an assertion simply means to
add the asertion itself to the databagenly when a query is done that requires theorems
proven by means of the assertion, are the inferences actually drawn. This corresponds to the
accommodation strategy advocated by Heim['82, '83b].

Insteal of assertions, we have pegs and their properties in our model, and the
counterparts of queries are anaphoric definites. Our central claim can thus be formulated as:

The processing of ANAPHORIC definites can be done by means of forward chaining only.
The two strategies are indistinguishable in the case of non-associative anaphoric definites.
(85) A farmer owns a donkey. The donkey is grey.

As a consequence of processiaglonkey, a donkey-peg is introducedihe donkey merely
requires thegresence of such a donkey. Hence no additional inferences are necessary, and the
question of when the necessary inferences are drawn does not arise.

(86) A farmer owns a donkey. He bought it last week. The animal is grey.

Here acertain inference is inevitable, namely that a donkey is an animal. Since there is
anothersentence between the assertatonkey and the queryhe animal, we have a choice
about wken to draw this inference, but it makes no recognizable difference, since it is
reasonable to assume that the inferenceeusley donkey is an animal is always available.

The toice between forward and backward chaining becomes apparently important in
the case of so-called epithets (examples from Clark['74]).

(87) a. I met a man yesterday. The bastard stole all my money.
b. I ran two miles the other day. The whole stupid business bored me.
c. Her house was large. The immensity made me jealous.

To interpretthe bastard in (87a) as anaphoric toman in the preceding sentence, we have

to infer that tiis man is a bastard. If we insist on forward chaining, we have to conclude that
there is an infance rule likeevery man is a bastard or every man | met yesterday is a
bastard or something similar. This is of course not desirable. Here backward chaining seems
to be suprior. At the timethe bastard is processed, it is inferred a) that the man previously
mentionedcould be a bastard and b) thatilsen fact a bastard. But such a strategy is clearly

on the wrong track.

(88) | met a man yesterday. The rancher stole all my money.
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Here coreference betweemman andthe rancher is even excluded, although the man of
course cou be a rancher. Actually, only a small and more or less closed class of NPs is able
to figure & epithets. They surely do not form a convincing evidence in favour of backward
chaning. Presumably, nouns likestard denote just the same propertyhasian being, and
the pejorative connotation is nothing more than a conventional impli¢ature .

The next example (from Beaver['93]) causes a problem for forward chaining, too.

(89) If I go to a wedding then the rabbi will get drunk.

From the mentioning ok wedding, we usually only infer the presence of a clergyman. To
utter the rabbi felicitously, an additional inference seems to be inevitable. On the other hand,
it does not seem implausible to me that the sentence as a whole presupposes the presence of
an infeaence rule likethe present speaker usually visits Jewish weddings. The fact that this
implicature is triggered byhe rabbi if the sentence is uttered out of the blue is irrelevant
here. Ifbackward chaining were available astiuctural option, the entire sentence should
not have anyresupposition of this kind at all. That the repair mechanisms we use in actual
conversatiordo use backward chaining is a different story and does not necessarily matter for
structural semantics.

Another argument quoted in favour of backward chaining (cf. Clark['74]) concerns
examples similar to the front-left-hub-cap example discussed above.

(90) a. Ich betrat den Raum. Zuerst ziindete ich schnell die Kronleuchter an.
| walked-into the room. First lighted | quickly the chandeliers up
'l walked into the room. First | lighted up the CHANdeliers'
b. Ich betrat den Raun¥. Zuerst ztindete ich die Kronleuchter schnell an.
| walked-into the room. First lighted I quickly the chandeliers up
'l walked into the room. First | lighted UP the chandeliers'

Herewe have to infer fronthe room to a plausible part of it, nametiie chandeliers. This

cannot le done straightforwardly by means of forward chaining. But since in the German
example theobjectdie Kronleuchter is not scrambled, it is not anaphoric in the technical
sense and that we need additional mechanisms to account for the context dependency of

PInterestingly enough, in certain text sorts examples like (88) occur quite regularly. Consider the
discourse fragment in (i) that sounds natural as part of a newspaper article:
i) [One of the organizers of last week's bank robbery] was recently put under arrest. [The thirty year old
ex-convict] had left an ID document containing his photo at the counter.
Informants agee that these constructions are nevertheless excluded in spoken discourse. A proper account to the
dependeay of acceptability judgments from text sorts could go along the lines of Asher['93] and
Lascaride&Asher['93], where sentence meanings are not simply combined by means of function composition
but by certain rhetorical relations. The inventary of the latter may differ in different text sorts. However, these
guestions go far beyond the scope of this dissertation.
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referential definites was already mentioned above. Maybe this is the proper place for
backward chaining bridging.

Nevertheéss, there are cases in which a definite description that is unequivocally a
Topic seems to require backward chaining.

(91) Ich betrat einen Raum. Ich sah, dal3 die Kerzen schon brannten
that the candles already burned
'l walked into a room. | saw the candles already burning.’

According to my intuitions, this discourse, although it is acceptable as it stands, improves
remarkaly if you replacethe candles by the candles there. A possible explanation of the
pattern in (91) could run along the following lines:

a) The objectthe candles contains a silent modifighere (either by means of Lébner's
reinterpretation or as a syntactically present empty cat&gory ).
b) This local expression is a Topic.

C) The DPthe candles [there] as a whole is not a Topic.
d) The embeddedopic[there] induces scrambling of the entire DP by means of a kind
of pied-piping.

If the basic idea of this argumentation is correct, we may conclude that backward chaining
Is only involved in connection with referential definites.

Although ths discussion leaves more questions open than it answers, | hope that | have
shown thatthe assumption: "Bridging tanaphoric definites can be done by means of
forward chaining only" is defensible.

‘®Similarly, non-Topics may be scrambled because of the presence of a silent possessive modifier, as
in:
i)  Vorige Woche habe ich mir ein Auto gekauft. Heute ist der Motor (des Autos) schon kaputtgegangen.
Last week | bought a car. Today already the moto[T(of the car) stopped working.



Chapter Four:
I ndefinite Topics

4.1 Partitive Readings

4.1.1 Eng's Proposal

In the last chapter, it was claimed that there are two readings of the definite article, and that
these two radings are related to the presence vs. absence of the feature [+Topic]. This
feature corresponds to a semantic template that maps the definite article in its referential
readingto the determiner with the anaphoric reading. Now, one might hypothesize that this
feature/tenplate applies to other determiners as well. As far as the indefinite article is
concernedthis is surely the case. Actually, there are a number of recent works that predict
the expected ambiguity of the indefinite article, for instance Enc¢['91], van Deemter['92], and
Hoekstrf§92]. The common integrator of these proposals lies in the assumption that the
discourse reerent/file card introduced by an indefinite DP, though novel, may be linked to

a familiar one by means of set inclusion. Let me illustrate this by an example.

(2) Several childre<ri1j> came in. ... John knew a girl

According toEng, both indefinite DPseveral childreranda girl introduce their first index
(i and k repectively) as new file cards. But matters are different w.r.t. the second index. The
index j of several childrens novel too, but girl has i, i.e. a familiar index at the second
place.Simplifying her ideas somewhat, she assumes that the value of the first index has to
be asubset or element of the value of the second one. Applied to our example, this
represents the fact that the girl is an element of the set of children previously mentioned. En¢
cdls those indefinites that have a familiar index in the second place [+specific]. | wonder
whetherthis terminology really meets the point since there is much more to say about
specific ndefinites than just that they are interpreted partitively. Nevertheless, Eng's [+/-
specificity]-distinction is descriptively just what we expect to arise from the [+/-Topic]-
contrast.

Let me makethis more precise. If we apply the Topic-template (2a) to the translation
of the inddinite article (2b), we get (2c) as translation of the [+Topic/-definite]-determiner.

(2) a. [tTopic] ==> ADAR.D{*"AX.TOR{x}}
b. a ==> APAQZd.P{*d} A Q{"d}
C. LTopic a,] ==> ADAR.D{*"AX.TOP{X}}(* APAQZLd.P{"d} A Q{"d})

= ARAQZATOR{A} A Q{Ad)

122
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This is used in the translation of the second sentence of (1).

(3) a.Johp kneWJOpic algirl.
b. a = LTopic D] :: ARAQAA.TOR{"d} A Q{"d}
|
| girl :: NP Ax.1girl'("x)
| /
a girl :: DP ::2QZd.TOfgirl'(d) A Q{"d}

d

knew :: TV ZATAX.T{" Ay.Tknow'("X,"y)}
/
new g girl :: VP :ix.£d.TONgirl'(d) A fknow'("x,d)

I
|
I
Kk
I
| John, :: DP :AP.THE, (1john’(d’))(P{"d})
/
\llohrgj, knew a girl :: S :: THEf{ohn'(d"))¢d.TOfgirl"(d) A Tknow'(d',d))
c. ct[THE, (fjohn'(d"))€d.TOMgirl'(d) A Iknow'(d',d))]gSW
= (<Du{dd}n+Lripfalvs]  <Dinniveecth
Ji[O<i<nA
rr=ru{<d,p ><dp>}A
F(Gohn')(v) ={a} A
i(p,) € F@irl")(v) A
<a,i(p)>e Fknow)(V)]}
d. [WTHE_ (1john’(d))¢d.TOngirl"(d) A Iknow'(d',d))||g’S‘W: 1 iff
Ja[F(john')(v) = {a} A
{a} x F(girl")(w) n F(know")(w) # ]
e. Ix3dy[john'(x) A vz[john'(z) - x = z] A girl'(y) A know'(x,y)]

As canbe seen from (3d,e), the truth conditions are not affected by the presence of the
Topic-feature. The sentence is true iff there is a girl such that John knows it. But the context
change ptential is quite different from the counterpart without the Topic-feature. Let me
illustrate this by means of CRS-boxes.
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(4)

d,d

pi ==> pi, R]

d-p, d-p
girl'(p) girl'(p)
john'(p)
know'(p, p)

The output ofthe update is a context containing a John-peg and a girl-peg, such that the
former "knows" the latter. But sinca girl is a Topic, it has to pick up a familiar peg.
Accordingly, the girl-peg has already to be present in the input, while the John-peg and the
information dout the knowing-relation is added by the update. This is just the same process
that is performé by John knewvthe girl too. But since the object is indefinite in (3), it is not
excluded that there are many girl-pegs in the input.

)

d, d

k. R ==> P> B R
d-p,d-p

girl'(p) girl'(p)

girl'(p) girl'(p)
john'(p)
know'(p, p,)

According tothe Gricean Quantity Maxim, you have to be as informative as possible. Since
in (4) both the definite and the indefinite article is possible and the definite is more
informative,the indefinite article is pragmatically excluded if there is exactly one girl-peg in
the input. Hene therehas to be more that one girl-peg in the input to felicitously utter (3a).
This is jus the first part of Eng's prediction, namely thagirl refers to an element of a set

of conextually salient entities. Note that we derived this without stipulating an else
unmotivated second kind of syntactic index.

But this is only the first half of the story. Additionally, we have to face two problems.
Firsty, we have to clarify how the link is made betwessaveral childrerand a girl in the
exanple. Secondly, although the partitive interpretation of a common singular indefinite is
rather marked, it is strongly preferred in the case of weak quantifiers where the NP
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complement is deaccented.
(6) Several children came in. ... TWO children were blond.
In this example, a non-patrtitive interpretatiortwb childrenis even excluded.

To account foithese observations formally, we have to enrich DITT in such a way that
we can translate plurals in a satisfactory way. This will be done in the next paragraph.

4.1.2 Plural

We adoptthe basic ideas of Link['83] here, but we use a very much simplified version. It is
assumedhat plural entities belong to tlsame type as singular ones, namely individuals. The
only modification we have to make is the designation of three constants, the sortal predicates

"sing' and 'plural”, and the sum operatof".

Definition 1.1 Singular, Plural, and Sum Operator

Slng :def C<e,t>
plural = 16 C <o>
@ —_

= .C
def ~<e,<e,e>>

The sum operation has the well-known properties of commutativity, associativity, and
idempotence. This is ensured by Meaning Postulates.

Definition 1.2 Properties ofb

MP_1: wxvy[(OxDy = yDx] % Commutativy
MP_2: Wxvyvz[Ol (xDy)Dz) = (xD(yDz))] % Associativity
MP_3: Wx[O xPx = X] % ldempotence

Remember that each conjunct in the Meaning Postulates has to be prefixed with the necessity
operator to ensure that not only the model have the desired properties but the realistic

contexts too. It follows from these postulates that the extensiortbbffdrms a join
semilattice in every possible world. The corresponding partial order is easily definable.

Definition 1.3 <
"a < b" abbreviates &b = b".

It is reasonale to assume that it is even the same semilattice in every world. (Suppose both
JohnandMary are rigid terms. Thadohn and Maryis surely rigid too.)
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Definition 1.4 Rigidity of ©
For every DITT-Model?)] = <E, W, F, MP>, there is a two-place operation "+" in E such
that:

vYweW[F(D)(w) = +]

Another impotant property of the sum operation that is needed for the treatment of plurals
is the absence of an identity element.

Definition 1.5 Absence of an Identity Element
MP_4: Wxvy[OXx < yAD xzy - 2[00y » zAO Y = XbZ]]

This formuhtion looks more complicated than necessary at first glance, but it has an
importantand desirable consequence as soon as we look at realistic extensions. Suppose we
have exactlytwo pegs in our context, and the only thing that we know is that the one is a
proper part of the other. This situation is illustrated in the left-hand CRS.

)
==>
P R PR R
p<p p<P
PP =P
P *B
p®p, =

According to MP_4, this context is not realistic, since there is no peg p different f]rom p
suchthat pbp, = P. Hence, we have to introduce such a peg to make the context realistic.
To put it another way round, we always have to introduce the algebraic complement into the
context asoon as we know that two familiar pegs stand in a proper part-of-relation. That the
complemat in fact has to be available as a peg (but not as a discourse marker) is illustrated
by the famous marble-examples.

(8) a. Il lostten marbles and found only nine of th€m. It is probably under the sofa.
b. I lost ten marbles and found only nine of them. The missing one is probably under
the sofa.
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The tenth rarble is available as a peg. Therefore the anaphoric definite in (8b) is okay. The
pronounin (8a) is unacceptable, since the newly created peg does not correspond to a
discourse marker.

The charactestic properties of singular and plural entities are that they do not or do
have poper parts, respectively. As long as we do not take mass terms into account, we may
additionally assume that every individual that has proper parts is a plural individual. This is
again reflected by Meaning Postulates.

Definition 1.6 Singular and Plural

MPSing : wXvy[singX) A Y < X - CIX=Y]
MPplurall: vx[Oplural(x) - Iy[Oy=x Ay < X]]
MP_ 2: vXvy[Ox=y - 3z[Oplural(z) A O xDPy = z]]

plural™"

Note that NPpIurall and MlgIural 2 again may involve the introduction of new pegs. Firstly, the
peg system foeach realistic context is closed under the sum operation. Secondly, suppose
that a contextontains a peg p that is known to be plural, and that the same context does not
containany peg p that is known to be a proper part of p. In this case, Sl]lCh a p has to be
introducedto make the context realistic, and according to, MP 4, the complemeJnt to p has
to be introduced too. Let me briefly illustrate this with an example. | assume that bare plurals
are indénites with silent articles. Additionally, | assume that the number-information of a
DP is semantically always delivered by the determiner, while the number-information at the
NP is a consequence of syntactic agreement.

(9) a. Thereare[ @ children]
b. children ==>Ax.tchild'("x)
@, ==>1PArQ~d. P{"d} A plural(d) A Q{"d}
c. £d. 1child'(d) A plural(d)
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d

==> pi’piQ

J

d-p.

plural(p)
child'(p)
P.*B

P, # B,
hoR =R

The processing of the update in (9c¢) involves the introduction of the discourse marker
d togeher with the peg p and the information that p is a plurality of children (I assume for
the momenthat all predicates exceping andplural are both cumulative and distributive).
But sirce this intermediate context contains the information that p is a plural enti"%,alMP 1
triggers he introduction of another peg p that is a proper part of this group of children, and
MP_4 subsequently requires the introduction of the complemeqt of p modulo p, galled p in
the CRS.

Thes new pegs p and p are now available as anchors for subsequently processed
Topics like a child in (10) in its partitive reading. For simplification, we make the
assumption that there are no child-pegs available in the input context yet.

(10) a. There are @ childrerl.R[pic /A 1 child is blond.
b. a, ==>APAQZd".P{*d’} A singd) A Q{"d’}
c. £d. tchild'(d) A plural(d) A £d".TOfchild'(d") A singd’) A thlond'(d")
d. ctigd. 1child'(d) A plural(d) A<d . TOtchild'(d") A sing(d") A ﬂblond'(d')]gs’W
={<Du{d,d},n+3,r[d/p ][d/p],i{<p ,a><p . .b><p  .c>}v>|
<D,n,r,i,v>¢€ ctA
a ¢ F(plural)(w) A b+c=aA a e F(child")(w) A
[p=p,, A DbeFsing(w) A be Flond)(w) v
p=p,,AceF@sing(w) Ace Flond)(w)]}
provided that ctfd'.TDﬂchiId'(d')]g‘sis undefined.
e. Ix3y[child'(x) A plural(x) A y<x A sing(y) A blond'(y)]

The output context is underspecified w.r.t. the peg that is associated with the discourse
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marker d'that is introduced by child. It may be assigned either to.p orp , since these
two pegs have exactly the same properties. It is known that they are parts of the child-peg
introduced bythe first sentence, and that their sum is just this child-peg, and nothing else.
Hence the processing afchildinvolves a nondeterministic choice.

4.1.3 Weak Quantifiers

4.1.3.1 Syntax

Now let us turn to those constructions where the partitive reading is not only possible
but strongly favoured: weak quantifiers with deaccented head noun.

(11) There are several children. ... THREE children are blond.

First let me say a few words about the syntax of these constructions. Numerals like the
cardiral numbers omany, sometc. are usually treated as determiners, on a parewdty,
mostetc. In my view, this assumption should be reconsidered. Distributionally, numerals
pattern moe closely with adjectives than with determiners. For instance, they can be
combined with the definite article.

(12) a. the red books
b. the three books
c."the most books

In German, there is even morphological evidence that numerals are in fact adjectives. There
is a strongand a weak inflectional paradigm for adjectives in German, depending on the
determiner of the entire DP.

(13) a. die kleinen Kinder
the IittleWeak children
b. kleine Kinder
Iittlestmngchildren

If weak deteminers show overt inflectidn (for examplile "many" orwenige"few"), they
follow the same paradigm as adjectives.

(14) a. die vielen Kinder

! The cardinal numbers do not inflect at all.
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the many_ children
b. viele Kinder
many, children

This leads tdahe conclusion that weak quantifiers are simply plural indefinites, just like bare
plurals. The numeral is an NP-adjunct like any attributive adjective.

(15) [, [, 9], [,.three] [, children]]]

4.1.3.2 Semantics

As far asthe semantics is concerned, | take adjectives (including numerals) to be simple
predicates.

(16) a. red ==>x.fred'("x)
b. three ==>Ax.fthree' ("x)

The quantiicational impact of numerals is ensured by Meaning Postulates. There are two
Meaning Postulates for every cardinal number. | illustrate this with the exémgde

Definition 1.7 Three
MP_ 1. wx[Othree (x) ~ Jy3zaw[Osingy) A Osingz) A Osingw) A O x = y¥bzBw
ADOy=z ALy =w A Oz=w]]
s vXvYvz[ singX) A O singy) A singz) A X#y ADX#z A y#z -
three (xPyPz)]

Actually, we should have a biconditional. A plural entity has the cardinality three if and only
if there are three distinct singular entities such that their sum is the plural entity. But since
only Inference Rules are admitted as Meaning Postulates, we have to state the two
implications independently. Note that lexical decomposition of numeral$irkewould not
be equivalent. This would involve discourse markers for the atomic parts of the plural entity,
which is not supported by the facts. Hence Meaning Postulates are the only option.

Since bothNPs and APs are taken to denote predicates, the semantic operation
correponding to adjunction cannot be function application, but has to be generalized
conjunction.
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Definition 1.8 Attributive Modification
Syntax: NP ==> AP, NP
Semantics:  [NP ] Ax.[AP](x) A [NP_](X)
where [X] denotes the DITT-translation of X.

With these background assumptions, the existential, i.e. non-partitive reading does not cause
major problems.

(17) a. Two CHILDren are in the garden.

b. two :: AP ::AX.1two'('X)
: children :: NP :Ax.tchild ("x)
'ltwo ::hildren o NP :Ax.ttwo' (') A 1child'(7x)
: /@d D APAQAd.P{”d} A plural(d) A Q{"d}
':[WO children :: DP :2QZd.itwo'(d) A f1child'(d) A plural(d) A Q{*d}

| areinthe garden :: VPix.tin_the garden'('x)
|/
two children are in the garden :: S ::
£d.t1two' (d) A tchild'(d) A plural(d) A tin_the _garden’(d)

c. ctjZd.ftwo'(d) A fchild'(d) A plural(d) A Tin_the_garden'(d)] .,
={<Du{d},n+3,r[d/p J,iu{<p ,a>,<p . .,b><p_ .c>}Vv>|
<D,n,r,i,v>¢€ ctA
{b,c} < F(sing)(v) n F(child")(v) A b+c = a
ac F(in_the garden')(v)}
d. |1£d.atwo'(d) A Tehild'(d) A plural(d) A fin_the garden’(d)| qom— 1iff
|[F(child)(w) n F(sing(w) n F(in_the garden')(w)| > 2
e. Ix3y[x=y A singXx) A singy) A child' (x®Py) A in_the_garden'(xDy)]

Generd#izing from the example (10), where the singular indefinite Tapahild received a
partitive reading, we expect the same result with a plural indefinite Topic. The only
difference with respect to (17) is the fact that the translation of thievhlRehildrenis in the

scope of TI".

(18) a. There are @ chiIdreqTinc 42 1 Two children are in the garden.
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b. £d.1child'(d) A plural(d) A £d". TO(ftwo' (d") A fchild'(d")) A
plural(d) Ain_the garden'(d’) (=A)
c. 1[A] = undefined

Surprisingly, the discourse in (18a) is predicted to be infelicitous as an out-of-the-blue
utterance. n particular, the bare plurahildrenin the first sentence is unable to licence the
partitive reaing oftwo children The update is only defined if the input already contains at
least two singular child-pegs. Presumably this effect becomes more obvious with the help of
a CRS. Supposwe start with the empty context and process the first sentence of (18). As
output, we get the context that is represented in (19).

(19)
d

Po P B

d-p,
child'(p,)
PP, =p,
plural(p,)
P, * P,

P * P,

Besidesthe peg p that is introduced explicitly bhildren we have two other pegs that are
known to be poper parts of p . That is all we know about them. Now consider the update
that is defined by the second sentence. Since the @-determiner is [+Topic], the information
caried by the NRwo childrenhas to be presupposed. Hence every input where this update
is defined has to contain a plural peg carrying these properties.

(20) LTOpiC @] Two children are in the garden.

d
P ==> P,
d-p
child'(p) child'(p,)
two'(p. .
® ith_(irEngar den'(p)
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The catext represented in (19) does not fulfill the requirements that (20) needs in order to
be processd since neither of the pegs in (19kisown to have the cardinality two. Hence
a presupposition failure results.

4.1.3.3 Intonation and Focus

The fact that the partitive reading of (20) is predicted to be unavailable is not such a bad
reailt after all. If the sentence is uttered with unmarked intonation, i.e. with the nuclear stress
at thehead nourchildren, a partitive reading is in fact impossible. This reading becomes
marginally possible if the sentence is uttered with a hat contour, i.e. a rising prenuclear
accenton children and a falling nuclear accent garden If the prenuclear accent is shifted
backward fom children to two, the partitive reading is even strongly preferred (rising tones
are indicated by "/" and falling tones by "\" in the examples).

(21) a. There are many people all around. Two CHILDren \ are in the garden.

==> only existential reading, people and children disjoint

b. There are many people all around. Two CHILDren / are in the GARden \.
==> partitive reading

c. There are many children all around. Two CHILDren / are in the GARden \.
==> marginally acceptable in the partitive reading

d. There are many children all around. TWO / children are in the GARden \.
==> only partitive reading

Interestingly, the location of the prenuclear accent interacts with the presupposition of the
sentence. If the head-noun is stressed as in (21b), the contextually present superset must not
consistof children only. If the numeral is accented, it is just the other way round. It is most
important to note that partitivity of weak quantifiers net tied to the stressing of the
numeral expressions. Both (21b), whechildren, and (21d), wherdwo is stressed, are
acceptal# in a partitive reading. This is in sharp contrast to what is usually assumed in the
literature (cf. LObner['90], Hoekstra['92], Jager['94]). On the other hand, there is an
intonational pattern which partitive weak quantifiers have to meet, namely they must always
bea a prenuclear rising accent. Whether this accent is realized on the quantifying adjective
or on the head noun makes a difference in interpretation, but the partitivity as such is not
affected.

Nevertheless constructions like (21d) are the most clear-cut instances of partitive
indefinites, and hence we start analyzing them first. It is argued elsewhere (Jager['94, '95b])
thatboth accents in (21d) are exponents of a syntactic feature [+Focus]. The realization as a
rising or falling tone respectively reflects the fact that the focusvomelongs to the Topic-
part d the sentence (literally: it is c-commanded by a [+Topic]-determiner), while the VP-
focus belongs to the Comment (i.e. is not c-commanded by [+Topic]). | assume that the
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focus-asgnment inside the Topic-part is optiohal . If there is no Topic-focus, the entire
Topic-DP isdeaccented. If the focus is present, it is realized as a prenuclear rising tone. The
assignmentof the Comment-focus, on the other hand, is presumably obligatory, and is
realized as a nuclear falling tone. These assumptions are more or less identical to the claims
made in Krifka['92]. Applied to (21d), we get this structure:

(22) two] [ children]]] [ are in the garden |

I:DP |:D,+T0pic Qd] [NP[AP,+Focus VP,+Focus
These assumptions can straightforwardly be tied to the misprediction of a
presupposition failure in (21d). The clash arose since - according to the semantics of Topic
which we haveassumed until now - the first sentence introduces three child-pegs, but only
gives the informaon that one of them is plural and that the sum of the second and the third
equals the first peg. The second sentence, on the other hand, is wrongly claimed to
presupposehe existence of a child-pegith cardinality two. Focus structure helps us to
weaken tis presupposition. Intuitively, only the non-focused part of the Topic-DP is
presuppsed. In our example, only the existence of a child-peg is required, and this condition
IS met. The fact that this peg has the cardinality two is part of the assertion of the sentence,
not of its presupposition. In a sense, the foous has to be extracted out of the scope of the

presuppositional operator 1",

Since thesemantics of focus in general is here of secondary interest, | leave the
technical etails of the implementation to the appendix and present only the result of the
compodgion. Following Krifka['92], | assume that the only semantic impact of the focus-
feature is he structuring of meaning. (Similar ideas can be found in von Stechow['90] and
Jacobs['91) The basic idea is rather simple. | try to explain it in a nutshell. The
interpretationof a constituent containing a focus is an ordered pair. Its second element is the
interpretaion of the focused constituent itself (simply "focus" for short). The first element -
someimes called "background” - is a certain function. It is characterized by the fact that
appling the focus to it yields just the interpretation of the constituent without focus. Let us
apply this to the NPTWQ. children In DITT, we write structured meaning in angeled
brackets indexed with "F".

’In Jager[9495a,b], | claimed that the Topic-focus is obligatory, but this is surely wrong. Compare
(21b) to (i):
i) [14pc ThE] children are in the GARden \
There is a clear-cut intonational difference between the respective subjects. The most plausible explanation for
this observabn is the assumption that in (21c) the NRo childrenas a whole is focused, while there is no
focus on the subject in (i).

*Since the issudoes not matter here, | assume that the stregmmtenis an exponent of a focus on
the entire VP without further argumentation.
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(23) a. [, [, two] [, children]] ==>Ax.1two'("x) A Tchild' ()
b. [,,two]  ==>2ax.1two'("x)
C. [up [ap +rocustWOI [ children]] ==> < ATAX.T{"x} A Ichild'(x), Ax.1two'("x)>
As a consequere of meaning structuring, we have separate access to the backgnddreh
and tre focustwo, when the NPtwo childrenis semantically combined with the zero-
deteminer. Now there are two options. The focus-background structure may be transferred
further to the DP-node, or focus and background are combined at this stage in such a way
that the interpretation of the DP is an unstructured meaning. Generally, only focus-sensitive
operators Ave access to the parts of a structured meaning. Most prominent examples are
partides like only or even One of the crucial claims to be made in this chapter is the
following:

(24) Topicisafocus-sensitive operator.

More thoroughly, we have to say that the Topic-template transforms ordinary determiners to
focus-ensitive operators. The modified version of the template is again given in the
appendix. We may summarize it informally as follows:

(25) If the head of a DP is [+Topic], the interpretation of the DP
i) picks up a familiar peg,
i) presupposes the background of the NP, and
iii) asserts the focus of the NP.

In DITT, this modified semantics of the ORVO childrenooks as follows.

(26)  [op L5 sropic Pl el ap srocutWOI [ ghildren]]] ==>
2Q£d. TOfchild'(d) A Ttwo'(d) A plural(d) A Q{Ad}

The only put crucial) difference compared to the version without focus lies in the fact that
the conjunct 'Ttwo'(d)" is "moved" to the right in such a way that it is not in the scope of

the presuppositional operatadrl" any longer.

The focus on the VP inTWO children are in the GARdeBs not at issue here;
according to Krifka, it is bound by an illocutionary operator "assert". We simply ignore it.
Now we are able to derive the meaning of the entire sentence.

27) a [, LD,+T0pic 1[Il two] [ children]]] are in the garden ==>

AP,+Focus

Ad. TOnchild' (d) A ftwo'(d) A plural(d) A Tin_the_garden’(d)
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b. ctd. TOnchild'(d) A 1two'(d) A plural(d) A Tin_the _garden'(d)]
={<Du{d},n,r[d/p],i,v>| <D,n,r,i,v>¢€ ctA
p € Pdom(ct)A
i(p) € F(child)(v) n F(plural)(v) A
{al a= i(p) A ati(p) = i(p)}| = 2}
iff IpePdom(cty’<D,n,r,i,w>ect: i(p)e F(child"), undefined else.
c. |l&d. TOtchild' (d) A fitwo' (d) A plural(d) A ﬂin_the_garden'(d)||gvs’wz 1iff
|F(child")(w) n F(sing) n F(in_the _garden’)(w)| = 2
d. Ix3y[x=y A singx) A singy) A child' (x®y) A in_the _garden'(xDy)]

g,s,w

The sentence is only felicitous if there is at least one child-peg available in the context.
Insofarit differs from (17)which is the same sentence without Topic and focus. Nevertheless
the truth-conditions are completely identical.

If the sentence is embedded into a linguistic context where children are mentioned, the
partitive reading is correctly predicted.

(28) a. There are @ children pIayingToLic +9 1TWO children are blond.
b. £d.ichild'(d) A plural(d) A Tplay’(d) A
£d TONchild (d) A Ttwo'(d) A plural(d’) A Tblond'(d") (2A)
C. 1[A]gSW: {<{d,d},3,r,i,v>| r(d) = p, A
B i(p,) € F(child')(v) n F(plural)(v) n F(play)(v) A
() = (p)*i(p) A (pY # (p) Ai(P) = (P )
r(d’) e P, A
i(r(d") e Flchild')(v) n Ftwo')(v)
d. 1Al = Liff F(child')w) n F(plural) n F(play)(v) + @A
CFhild)w) n Fsing(w) n Fblond')(w)| = 2

Note that the discourse in (28) does not entdiere are blond children playingdence the
patitive interpretation is not a matter of truth conditions. On the other hand, if the discourse
is uttered out of the blue, the resulting context (given in (28c)) does entail it. If there are no
other chid-pegs available, the blond children mentioned in the second sentence have to be
linked to the playing children by means of the part-of-relation.

The treatment of the instances of partitive weak quantifiers where the head noun is
stresed runs completely in parallel fashion, once we assume that here the whole NP is in
focus.

(29) a. There are children all around. Two GIRLS / are in the GARden \.
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b. [, [Dvmpicﬂ o [NP&FOCUStwo girls ]] are in the garden
c. £d.ichild'(d) A plural(d) A taround'(d) A
Ad' TO3P.P(d)A ftwo'(d) A 1girl'(d') A Tin_the garden'(d’) (=A)

d. 1[A]g’S‘W: {<{d,d},3,ri,v>| r(d) = p, A
i(p,) € F(child")(v) n F(plural) n F(around")(v) A
() = i(R)Hi(P) A i(p) # (P ) A i(P ) # P(P)A
rd)eP,A
i(r(d") e F(@irl")(v) n F{two')(v)

e. ||A||g’S’W= 1 iff F(child")(w) n F(plural) n F@@around')(v) # @ A

|[F@irl")(w) n F(sing(w) n F(blond")(w)| > 2

The focus-structure ensures that the update in the scope of the presuppositional operator

("3P.P(d")")is just the tautology. Hence, the only effect of the Topic-feature is the fact that
the peg linked to d' is a familiar one. No further restrictions are made.

4.1.4 Summary and Discussion

There @e two descriptive generalizations in connection with the partitive reading(s) of weak
guantifiers which a suitable explanation has to accomplish:

I If in a weak-quantifier-DP [ @ [ [ Q] NP]] the quantifying expression "Q" is
exponat of a prenuclear rising accent, the antecedent which the partitive
interpretation relies on has the property defined by "NP".

Il If in a weak-quatifier-DP [, @ [ [,, Q ] NP]] the head of "NP" is the exponent of
such an aant, the antecedent which the partitive interpretation relies on must not be
known to have the property defined by "NP".

These points are illustrated by the following examples.

(30) a. (I have bought some books yesterday). THREE / books are on the SHELF \.
b. (I have bought some presents for you). Three BOOKS / are on the SHELF \.

In (30a)wherethreeis stressed, the superset falls under the descriptioks while in (30b),
wherebooks bears the accent, the superset does not only consist of books; at least it is not
known todo so. This pattern is predicted by our theory if we accept a further assumption
concerning the syntax-phonology-interface:

A focusfeature c-commanded by [+Topic] isrealized prosodically asarising tone.
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The esentials of our treatment of partitive indefinites, in particular weak quantifiers, can be
summarized as follows.

i) A Topic-DP may contain a focus.

i) Topic is a focus-sensitive operator

i) Indefinite Topics pick up a familiar peg.

iv) This peg must satisfy the description corresponding to the background-part.

V) The choice of this peg may be non-deterministic (and, according to the Gricean
Quantity Maxim, it even has to be so).

Vi) The information corresponding to the focus part is asserted.

vii)  Plural DPs that are not Topic introduce three novel pegs: one that is known to be
pluralic, and two proper parts of the first.

viii)  Plural [-Topic]-DPs thus provide the proper antecedents for indefinite Topics.,

It is of particular importance that the semantic counterpart of the focused item is asserted
while the nonfocused material in the Topic-DP is presupposed ((iv), (vi)). These assumptions
explain the pattern in (30).

There are three residual points to be discussed briefly. First, our treatment of partitive
weak gantifiers does not predict that the referent of the partitive phrasprigpar part of
its antecedent.

(31) A There are some students at the party. TEN students are DANcing.
B: Actually, these ten are the only students here.

Although an interpretation as proper part is usually preferred, in special contexts an identity-
reading is psesible. The implicature that we are talking about proper parts is presumably a
consequence of the opposition with the definite article together with the Gricean Quantity
Maxim.

Secondly,one might wonder whether our approach is really all that different from
Enc'sproposal after all. Superficially, there is a kind of trade-off between these options. En¢
complicates yntax in assuming that each DP bears two indices instead of one. This allows
her to keepsemantics rather simple. We refrain from stipulating invisible information in the
syntax,but as a consequence, our semantics is pretty complex. But this picture is incomplete.
Enc¢ (and the same objections apply to van Deemter['92] and Hoekstra['92]) does not say a
single word on how the choice of the second index is restricted. In our approach, however,
it is completely determined by the semantics of the Topic-DP at hand, what entities may
serve as amptedents of a partitive indefinite or an anaphoric definite. Hence our approach is
more restrictive, and the empirical facts seem to favour it.

(32) There were [many PEOp(IﬁJ \ in front of the wrapped Reichstag.
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[Twenty DUTCHmen], _ /sang a SONG \.
[Two muSicians] . / played the guiTAR \.

Encg's propsal admits that this discourse has a reading wlvasemusiciangs patrtitive to
twenty Dutcimen This is indicated by the fact that the second indetxwvof musiciang"k")
picks up thefirst index oftwenty DutchmenThere is nothing in Eng's theory that excludes
this indexing. Nevertheless, this reading is impossible. The only interpretation available is the
one wherégwo musiciangs partitive tomany peopleThis is predicted by our approach. Let
me briefly explain why. The first sentence introduces three novel pegs, the many-people-peg
and two ofits parts.Twenty Dutchmern the second sentence picks up one of them and
asserts thats interpretation consists of twenty Dutchmen. But the choice of this peg is non-
deteministic. In the context achieved after the second sentence, there are possibilities where
the first peg that is a part of the many-people-peg is unified twigmty Dutchmerthere are
possibilities where the second part plays this role (the two part-of-many-people-pegs are
semantically undistinguishable but nevertheless distinct), and there are even possibilities
wherethe peg corresponding many peoplés equated with the peg correspondingwenty
Dutchme. Hence there is no particular peg in this context that is known to be a twenty-
Dutchmen-pegWe know that there are twenty Dutchmen, but we do not know which peg is
to be dentified with them. Accordingly, we are not allowed to create twenty singular-
Dutchman-pegs. The Meaning Postulates only give rise to peg-generation if one and the same
peg has a special properiy every possibility. This situation is not given here. Hence there
are no part-of-twenty-Dutchmen-pegs available areteris paribustwo musiciansan only
pick up a part-of-many-people-peg. This property of DITT seems to me to be a proper
advantage over more syntax-oriented approaches.

Last butnot least, the treatment of Topic-internal focus proposed here helps to explain
sone data that arprima facie counterexamples to the assumption that anaphoric definites
only make use of forward chaining.

(33) Two men came in. The LARGE / man wore a HAT \.

The first satence only provides the information that there are two men. Nothing is said about
their height But according to the analysis proposed in the last chapter, the second sentence
presupposes that there is exactly one peg in its input context that is known to be a large man.
If we take focus into account, the presupposition becomes much weaker.

(34) a. [Topic The ][ .. large ] man wore a hat.
b. THE, (T tman'(d) A tlarge'(d))(Twore_a_hat'(d)) (=A)
C. ct[A]g‘S’W: {<D u{d},n,r[d/p],i,v>| <D,n,r,i,v>€ ct A p e Pdom(ct)A
F(man')(v) n F(arge)(v) = {i(p)} A
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i(p) € F(wore_a_hat')(v)}
iff 'v<D,n,r,i,v>¢e ctIpePdom(ct): i(p)e F(man')(v), undefined else.

The sergnce now only requires that there is at least one man-peg in the input context, and
it asserts a) tit he is large and wore a hat and b) that all man-pegs eventually present in the
input ae not large. This is in accordance with intuitions. From (33) one can in fact infer that
the otherman is not large. Hence the treatment of Topic-internal focus leads to predictions
that are supmrted by the facts not only in connection with weak quantifiers but in other
domains too.
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4.1.5 Appendix

DITT with Structured Meanings (DITTSM)

Definition A1: Types
TYPE, ., IS the smallest set such that
)] Every type of DITT is a type of DITTSM (simply "type" henceforth).

1)) If tis atype of DITT, smy) is a type.
Iii) If o andrt are types, g,7> is a type.

Definition A2: Domains
) If ©is atype of DITT, its domain is as under DITT

i) If tisatype, Dom(sm() = (Dom(<o,t>) x Dom(<sg>))

deroeTYPE
i) If o andt are types, Dom(<sm{,t>) =, Dom(<o,t>) u Dom(z )Pomsme)

Definition A3: Syntax of DITTSM
Exp(DITTSM) is the smallest set such that

) If « is subject to the combinatory rules of DITed ¢ Exp.
1)) If « e Exp_ __andB e Exp , < o,p> € EXp,

m()

i) If « e Exp,___andp e EXpsm(o)’“(B) e Exp,

m()

iv) If o e Expsm(<0 - andp e Exp_,a(B) € Exp,

m()

V) If o € Exp(sm(o) . andp e Exp_,a(p) € Exp.

Vi) If o e Exp, ., " € EXp,

m()’ m(<sg>)

vii)  If o € EX o € Exp,

psm(<5I>) ’ m()

viii) If a e Expsm(r) and ve Var , Av.a e Exp,
IX) If ¢ e Expsm(t), e Expsm(up)

X) If ¢ € Expsm(up), lp e Expsm(t)

Xi) If « € Expsm(T) andp e Exp , @=p), (B=«) € Exp,
i) I ¢ e Expsm(up) Ve Expup ,de DM and ve VAR,

(=), (T), @A), (WAD), €d.d), (04), Bv.¢), and Fv.d) € EXp,
xiii) If o e Exp ,a € Exp(DITTSM).

m(<o,t>)

m(up)

m(up)

Definition A4: Semantics of DITTSM
) If « is an expression of DITT, its interpretation is the same as under DITT.
ii) I<c e, B> =, <IAv.aM)I, IBI>,

i) If « e Exp,__ and<f,y>e EXpsm(o),||oc(<F B,vy>) 1
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= ot <AV (B(V)), v>]
V) If<_ap>cBxp, . andy € Exp, 1<, @, B>(1)l =, 1< Av.(a(vV)(v)), B>I;
v) If o € EXD_ ¢ andp € Exp ,[a(B)l =, 1al(BI)
vi) "< o, B>] = 1< AV e, B>
vii) T o, B = 1< AV o B
vii) - I<g e, B> A = 1< AV (a(VIAD), B>
iX) O A< a,p>] = 1< AV(dAa(V)), B
X) 1=<¢ &,B>1 = 1< AV.(ma(V)), B>
xi) 1€d.< e, B> = 1< AV.(Ed.a(V)), B>
Xii) 13X @, B> = 1< AV EXa(V)), B>
Xii)) VX< o,B>] = 1< AV.(vX.a(V)), B>
Xiv) 1< o, B>l =, < Av.(Ta(v)), B>]
Xv) < B>l = 1< Av.(ba(V)), B>
xvi) < a,B>=v] = 1< Av.(av) =v), B>
xvii) -y =< o,p>] = 1< AV.(y = a(v)), B>
xviii)  [0<_ o,p>] = 1< AV.(Ca(V)), B>]

Definition A5: Extension of the Syntax of English
==> [ ..Cl itrang( CD = < AXX, trangC) >

+Focus

Definition A6: The Topic-Template, Revised Version
Let "top" be a DITTSM-constant, top Exp(<<s, det>,<sm(<s,pred>),<<s,pred>,up>>>>).
For every DITT-model// , sequence s, world w, and assignment g, it holds that:
) IfP e Exp<s’pre . and De Exp
1top(D)(P)y , 5, = DIMAXTEPH 1y o,
1)) If <_AX.B(X), F>¢ Expsm(<svpred>)and De EXp
Itop(D)(<. B, F>)y = ID{* Ax.(TO3V.BW){x} A BCR{XD} 1y g,
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4.2 The Proportion Problem

4.2.1 Ambiguities in Donkey Sentences

In chapter wo, we pretended that there are clear-cut intuitions about the interpretation of
donkey sentences, and that the only problem is the compositional derivation of this

interpretaion. This is a fresh oversimplification. There are at least two sources of ambiguity,

and insome cases, the predicted truth-conditions are plainly the wrong ones. Look at the
following example (from Strigin['85]).

(35) a. Every woman who haga hatweays it
b. =¢d.twoman'(d) A £d'.That'(d") A Thave'(d,d") A =twear'(d,d"))
c. vxvy(woman'(x) A hat'(y) A have (x,y) - Twear'(X,y))

Our analysis predicts the truth-conditions given in (35c). This roughly says that each hat-
owning woman wears every hat she owns. This is surely not the meaning of (35a). What we
want is that each hat-owning woman wears of her hats.

The fundamental mistake we did in the treatmentewéry lies in the fact that we
defined it in terms of dynamic existential quantification and dynamic negation. Chierchia['92]
propo®s that instead we should take the corresponding static Generalized Quantifier as
starting point.

Definition 2.1 Staticevery'
Letevery' be a DITT-constant of type <<e,t>,<<e,t>t>>
For each <e,t>-expressions P and Q, it holds that:

levery'(P,Q) = 1 iff {e|IPlI(e) =1} = {e|IQI(e) =1}
(36) Every man is mortal.

To make lhe dynamic properties correspondingntanandis mortal in (36) applicable, we
have to transform them into static predicates.

(37) a. %x.Itman'("x) % dynamic property
b. "Ax.tman'("x){"y} % update
= I'man'(y)
c. ltman'(y) (=man’'(y)) % static formula

d. ry.man'(y) % static predicate
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e. APLy.IP{"y} % template
The meaning of the English determimseryis now easily derivable.

Definition 2.2 every
every, ==>APAQ.Tevery'(Ay.l&d.d=y A P{"d})(Ay.1&d.d=y A P{"d}A Q{"d})

(38) a. Every woman who haga hatweg[sit .

b. APAQ.Tevery'(ry.l£d.d=y A P{"d})(Ay.l£d.d=y A P{"d}A Q{" d})
(“Ax.twoman'("x) A&d'. That'(d") A Thave ("x,d"))("Ax. Twear'("x,d"))
=fevery'(ry.l&d.d=yA fwoman'(d) A £d'. That'(d") A Thave'(d,d"))
(Ay.l&d.d=y A Ax.twoman'("x) A £d'. That'(d") A Thave' ("x,d)("d) fwear'(d,d"))
(=A)

C. ct[A]gSW: {<D,n,r,i,v>| <D,n,r,i,v>¢€ ctA

" {a] ac Fwoman')(v) A {a} x F(hat')(v) n F(have')(v) + @}
c {a] a F(woman')(v) A {a} x F(hat')(v) n F(have')(v) n F(wear')(v) = O}}
d. vx[woman'(x) A Jy[hat'(y) A have'(x,y)] -3y[hat'(y) A have' (x,y) A wear'(X,y)]]

The truth-conditions ar&very woman that has a hat wears one of her.l#iss is just what
we epect. This treatment has the additional advantage that it is straightforwardly
extrapolable to other Generalized Quantifiers hikast, fewetc.

Definition 2.3 most
)] Let most' be a DITT-constant of type <<e,t>,<<e,t>,t>>

For each <e,t>-expressions P and Q, it holds that:

Imost’(P,Q) = 1 iff {alIPI(a) =1/ [QI(a) = 0}| < {alPI = 1A |Ql(a) =1}|
i) most ==>APAQ.Tmost'(Ay.I&d.d=y A P{*d})(Ay.1&d.d=y A P{*d}A Q{"d})

Nevertheless, this treatment does not cover all cases.
(39) Most persons that use a windows application have difficulties with it.

The semantics ofmostgiven above predicts that the sentence méAost windows-users

have difficulties with one of their programeet the intended interpretationNost windows-

users hae difficulties with all their programsThis reading is sometimes called the "strong"
readingin contrast to the "weak" one described above. This reading can be described by
necessitating the matrix of the dynamic generalized quantification.
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Fact 2.1 Weak and Strong Readings
Let D be a static Generalized Quantifier (Type <<e,t>,<<e,t>,t>>). Then D is the translation
of the corresponding determiner in its weak arid D in its strong reading.

i) © = APAQUID(Y.IEd.d=y A 1PN (AyLd.d=y A P{Ad} A QIAdY)

d def

i) D* =, APAQ.ID(Ay.lEd.d=yA IP{AA(Ay.£d.d=y A P{rd} A TIQ{A))

The question which of these readings is enforced in a given construction and a given context
depends ona lot of factors, including monotonicity of the quantifier, focus structure,
encyclopediknowledge etc. Topic-Comment-articulation hasrdlnence too, but it is by no
means dominant. Therefore this is not the proper place to investigate the issue any further.
Things are different as soon as we turn to conditional donkey sentences. They are
ambiguous too, although in a different sense than donkey sentences involving adnominal
guantiication. If the antecedence of the conditional contains a transitive verb and two
indefinite arguments, there are even three different readings. This ambiguity is usually called
the proportion problem in the literature (the term is due to Kadmon['87], but the fact was
to my knowledge firstly noted in Partee['84, p.282, fn. 12]). The usually most prominent
reading is theubject-asymmetric one.

(40) If a woman has a HAT, she wears it

In its most obvious reading, the sentence is synonymous to (35), i.e. it claims that each hat-
owning woman wears one of her hats.

(42) If an ITAlian has made a pizza, he has put twenty different spices on it.

Suppose comarcially sold Italian pizzas are made by a team of Italians, but only the boss
is allowed to pit the spices on it. Although under the analysis given in chapter two, this case
shout falsify (41) (provided thamake a pizzas distributive here), it doesn't. This reading
is calledobject-asymmetric, since we asymmetrically quantify over pizzas instead of Italians
or Italian-pizza-pairs.

Finally, there is a reading where we quantify over instances of the subject and the
object simultaneously. It is called tegmmetric reading.

(42) If a man OWNS a car, he has to pay taxes for it.

In the most prominent reading, (42) says that every car-owner has to pay for each of his cars.
In chapter two, we reduced-conditionals to dynamic negation and dynamic

conjunction. This analysis only accounts for the symmetric reading. But besides this, there is

again a still more fundamental shortcoming of this analysis. Lewis['75] notes that plainly any
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attemptto explainif-conditionals by means of some kind of implication is doomed to failure,
if we take conditionals containing adverbs of quantification into account.

(43) {always, usually, sometimes, mostly, ..Jif ¢

If we analyzeaheif-conditional as implications, we only get reasonable truth-conditions in the
ca® ofalways If the sentence is modified Ispmetimesconjunction seems to be the correct
relaion between the antecedence and the consequence, but neither implication nor
conjuncton account for the interpretation of the sentences wsthally or mostly Generally,
it is impossible to analyze theconditional as one propositional constituent if we aim at
compositonality. Lewis instead proposes to treat adverbs of quantification as two-place
operatorsand the antecedence and the consequence of the conditional as the respective
arguments. Bare conditionals, i.e. those lacking a quantificational adverb, are not the basic
cases any longer but rather accidental constructions now. They should be analyzed "as if"
they were modified balways

Although this move provides a fundamental insight into the nature of conditionals, it
does not offer a solution to the proportion probleen se The claim that conditionals are
somehav quantificational structures does not tell us what to quantify over. Lewis himself
makes two ery influential proposals that in some sense form the basis both for DRT and
FCS:

) Indefinites are to be translated as open formulae containing a free variable, and
i) adverbs of quantification quantify over (partial) assignment functions.

Let me illustrate this by an example.

(44) a. Mostly, if a linguist goes to a party, he enjoys it
b. mos;]y [inguist'(x) A party'(y) A goes_to'(x,y)] [enjoys (X,Y)]
c. most({g|g(x) is a linguist and g(y) is a party and g(x) goes to g(y)})

({gl=h: g<= h A'h(x) enjoys h(y)})

Both the argcedence and the consequence of the conditional are translated as open formulae,
where the indefinites as well as the pronouns provide free variables. These open formulae
each define a set of partial assignment functions that a) verify the respective formula and b)
are minimal in the sense that they do not assign values to variables not occurring free in the
formula.Mostlyis interpreted as a Generalized Quantifier taking these two sets as arguments.
Superfigally, mosttherefore binds unselectively all variables occurring free in its arguments.
Therefore this treatment is usually callatsel ective-binding appr oach.

Unfortunately, this accounts only for the symmetric reading of donkey conditionals,
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just as our previous analysis did. There is a huge amount of proposals suggesting how this
shortcaning of the unselective-binding-approach can be overcome. Basically, two strategies
are pasible. Either we have to refine it in such a way that not every free variable is bound
by the adverb. Let me call this tlselective-binding approach. As a second option, we may
assumethat adverbs of quantification do not quantify over assignment functions at all but
over situations (whatever this might be). | call it theuation-based approach. In the
following paragraphs, we will briefly present a representative of each strategy. Finally, it will
be shown that DITT lends itself quite naturally to a synthesis of these two proposals.

4.2.2 A Situation-based Approach: Berman['87]

Berman['87] gives as his starting point an example where the unselective-binding approach
goes terribly wrong.

(45) a. Usually, if a letter arrives for me, | am at home.
b. most [etter'(x) A arrives for'(x,I")] [at_home'(1')]

Simplifying somewhat, we assume thisuallyis synonymous tonostly Now suppose there

were just one occasion when | missed the postman, but this was just the day when 100 letters
arrived. On the 50 other days when always only one letter arrived, | was at home. Intuitively,
the sentencesitrue in this setup, but under unselective binding, it is predicted to be false,
since 100 lgers reached me when | was out and only 50 when | was at home. The first
mistake of tle formalization in (45b) is the fact that the points in time when a letter arrived
and | was or was not at home are not taken into account. This can easily be incorporated.

(46) most, [etter'(x) A arrives for'(x,1",t)] [at_home'(l',t)]

Now we quantify over letter-time pairs. But since there is exactly one time for each letter
arrived when it arrived, the predicted truth-conditions are exactly the same as before.
Especially, there are 100 letter-time-pairs such that | was not at home at this time,
correspondingo the 100 letters arriving at once. But intuitively, these 100 letters should
count only onceas an element of the set we quantify over. On an intuitive level, we quantify
over occa®ns where at least one letter arrived, no matter whether there were other letters
that arived simultaneously. Berman identifies these "occasions" with situations in the sense
of (an earlier version of) Kratzer['89a].

We canmt go into technical detail here, but we only give the basic ideas of this
theory. Acording to Kratzer, situations instead of possible worlds are the basic entities
interpraation relies on. Situations are ontologically primitive entities. They are partially
orderal by means of a kind of inclusion relation. For instance, a minimal situation
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characterized by the sentenitaains is a proper part of a situation to be describedtby
rains and | am wet There are maximal elements of this partial ordering. These maximal
elements arrespond to possible worlds in traditional semantics, i.e. they contain total
information about the state of the world. Accordingly, non-maximal situations can be thought
of as pats of the world. Natural language sentences still denote propositions, but propositions
are thought of as sets of situations here.

Since a) a proposition is a set of situations and b) situations are partially ordered,
every poposition contains a subset of minimal situations. This might be a singleton set, but
it neednot. According to Berman, adverbs of quantification quantify over minimal situations.
Take (45a). The antecedenca, letter arrives for medefines a set of situations, those
situations where it is true that at some time, some letter arrives for me. The antecedence
togetherwith the consequence defines another set, situations where it is true that at some
time some letter reaches me and | am at home. The latter set is a subset of the former.

The set of situations where some letter reached me at some time contains a subset of
minimal ekements. This subset serves as restriction of the quantifier. Now there are two
extreme opons. There is a situation where | received 100 letters at the same time. Either this
situation cotains 100 parts where | received one letter each, or the 100-letter-situation is, so
to spak, compact in that it does not contain proper parts that are letter-arriving-situations. In
the first case, those truth-conditions result that were predicted by unselective binding (i.e.
(45a) ispredicted to be false in the described situation), in the second case the sentence
comes out as true. | give a semiformal formulation here:

(47) Usually, if a letter arrives for me, | am at homsdrue in situation s iff
MOST( {s'| s'< SA a letter arrives for mes true in s\
-3s"[a letter arrives for més true in s'A s'<s']})
({s'| s'< sA a letter arrives for més true in s\
—-3s"[a letter arrives for meés true in s'A s"<s'] A
Js™[s'< s™ < sA a letter arrives for me and | am at homserue in s™]})

In prose: Most parts of the evaluation situation where a letter arrived for me and that are
minimal in this respect can be extended to another part of the evaluation situation where a
letter reaches me at home.

This pioposal has the major advantage that the intuitively correct truth-conditions are
predided to be possible. But this is its major disadvantage at the same time. What truth-
conditions a conditional actually possesses depends completely on the nature of the ordering
relation over situations. Hence donkey-conditionals are not predicted to be ambiguous but to
be extraortharily vague. This goes against intuition (at least against my own intuition).
Consider an instance of an object-asymmetric reading.
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(48) If a PAINter lives in a village, it is usually pretty. (Kadmon['90])

In its preferred reading, it claims that most villages that are the residence of a painter are
pretty. To derive this reading, Berman has to assume that twenty painters living in a
paticular village constitutes a somehow compact situation that cannot be split into twenty
one-panter-living-in-a-village-situations. On the other hand, if we straltsge, the subject-
asymmetric eading results, and here we have to allow for such a partition. It is unclear how
this can be done within one and the same model.

4.2.3 Selective Binding: Chierchia['92]

Anotherobjection concerns the linguistic status of the proportion-ambiguities. Which reading

a particular donkey-conditional receives is linguistically much more determined than
Berman'sproposal leads us to expect. It was already noted by Kratzer['89b] that donkey
conditionds are not as ambiguous as one might expect at first glance. The English language
is a little misleading here, but in German, the different readings are syntactically
distinguished to a great extent. Let us take the German translations of the three examples we
used above to illustrate the different readings.

(49) a. Wenn eine Frau (stolz) einen Hut besitzt, tragt sie ihn.
If a woman (proudly) a hat owns, wears she it
'If a woman (proudly) owns a hat, she wears it' : subject-asymmetric
b. Wenn eine Pizza (wirklich) ein Italiener gemacht hat, hat er zwanzig Gewirze
If a pizza_ (really) anltalian ~made has, has he twenty spices
hinzugegeben
put-on-it
'If (really) an ITALian made a pizza, he has put twenty spices on it' : object-asym.
c. Wenn ein Mann ein Auto (legal) besitzt, muf3 er Steuern daflr bezahlen.
If a man a car (legally) owns, must he taxes for-it pay
'If a man (legally) owns a car, he has to pay taxes for it." : symmetric

The gengalization to be made is pretty obvious: If the subject is scrambled (i.e. [+Topic]),
the subgct-asymmetric reading results, scrambling of the object forces the object-asymmetric
reading,and scrambling of both arguments results in a symmetric reading. Descriptively, the
adveb of quantification quantifies over the Topics of the antecedent only, not over any
indefinite there. Kratzer, elaborating on the work of Diesing['88], tries to implement this
interdependence between scrambling and selective binding directly into the syntax-semantics-
interface, buthis leads to serious difficulties as soon as we try to extrapolate the analysis to
English. She therefore has to assume LF-scrambling in English, and it remains unclear how
these castructions have to be dealt with in non-configurational languages. | doubt if the
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strategy 6 extrapolating idiosyncratic properties of one particular language to the LF-syntax
of any language does really lead to new insights concerning the relation between syntax and
semantics. Wehave to argue on a more abstract level if we aim at a general solution.
Chierchig'92] is much more modest here. He assumes - as we did - that there is a syntactic
feature [+T](opi¢ that determines whether an indefinite is accessible for quantification or not.
Since he des not investigate the peculiarities of German syntax, he does not explicitly state
a relaton between topicality and scrambling, but most likely he would agree with our
assumption tat [+Topic] triggers scrambling (and in fact, his work did - among others -
inspire this assumption). This strategy has the advantage that we can leave it to language-
specific investigations how this feature realizes in syntax.

The main shortcoming of the unselective-binding-approach is the fact that the adverb,
soto speak, sometimes binds too many variables. Chierchia is confronted with the opposite
problem.He uses a framework called "Dynamic Type Theory", which is an independently
developed ariant of G&S's DMG. In this framework, indefinites are assumed to be
interpreted as existential quantifiers. | again illustrate this by an example. Since DITT shares
all features relevant here with Chierchia's Dynamic Type Theory, | use a DITT-formalization
for convenience. For ease of exposition, Chierchia's propoakso simplified somewhat, but
the basic idea remains unchanged.

(50) a. Always, if a map is old, it is useless.
b. always [£d. I'map'(d) A fold'(d)] [Tuseless (d)]

If we assumehatalwaysshould be analyzed as a kind of quantifier, it has to bind some free
variable, but there is none in the arguments. It is just the function of the (semantic
countepart of the) Topic-feature to provide these variables. Chierchia adopts an idea brought
up by Dekker['90], so-calledxistential disclosure. The idea quite simple: the discourse
markerswe want to quantify over (those that are introduced by a Topic) are equated with a
free static variable, and the quantifier unselectively binds any free variable made accessible
by this proces. To provide that this variable is also available in the second argument of the
guantifier, the second argument is assumed to be the conjunction of the translation of
antecedencand consequence. If we assume thatanin (49a) is a Topic, the formalization

is roughly:

(51) always' [£d. Tmap'(d) A d=xA fold'(d)]
[£d. tTmap’'(d) A d=x A Told'(d) A Tuseless (d)]

This turns out to be equivalent to

(52) always [fmap'(x) A Told'(x)] [Tuseless'(x)]
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Up to this point, there is no difference to unselective binding. The picture changes if we
consider proper donkey sentences.

(53) a. Usually,if[ a]farmerowns.a donkey, he beats it
b. most' [£d.Tfarmer’(d) A d = xA £d'.Tdonkey'(d') A Towns (d,d")]
[£d.1farmer'(d) A d = xA £d'.1donkey'(d") A Towns'(d,d") A Tbeats (d,d")]
c. most’ [ffarmer’(x) A 3y(Tdonkey'(y) A Towns (X,y))]

Jy[tfarmer'(x) A Tdonkey'(y) A Towns (X,y) A Tbeats (X,y)]
(subject-asymmetric reading)

(54) a. Usually, ifa farmerowns [  a ] donkey, he beats it
b. most'y [©d.1farmer'(d) A £d'.Tdonkey' (d) A d' =y A fTowns (d,d")]
[£d.1farmer'(d) A £d'.1donkey'(d') A d' = yA Towns' (d,d") A Tbeats (d,d")]
C. most'y [fdonkey'(y) A Ix(1farmer'(x) A Towns (X,y))]

3x[ftdonkey'(y) A tfarmer'(x) A Towns (X,y) A Theats (X,y)]
(object-asymmetric reading)

(55) a. Usually,if[a]farmerowns[  a ]donkey, he beafs it
b. most'X’y [“d.tfarmer’'(d) A d=xA £d".tdonkey'(d)A d' =y A Towns (d,d")]
[£d.1farmer'(d) A d=x A&£d'.Tdonkey'(d) A d' = yA towns' (d,d") A Tbeats (d,d)]
C. most'X’y [ffarmer'(x) A Tdonkey'(y) A Towns (x,y))] [Tbeats (X,y)]
(symmetric reading)

Depenling on which argument is marked as Topic, the respective b-readings result, each of
which in turn is equivalent to the formula in (c).

This gproach is also able to deal with the letter-example discussed above that
providedthe motivation for Berman's proposal, if we make one additional assumption. The
example is repeated for convenience.

(56) Usually, if a letter arrives for me, | am at home.

If we would analyzea letter in (55) as Topic, the wrong reading with quantification over
letters reslts'. As we know, we have to quantify over something like occasions instead.
Chierchiaonly says that verbs have "Davidsonian" occasion-arguments that a) are bound by
a dynamic existential quantifier and b) can be selected as Topics.

| think that this can be made more precise. Since Partee['84], it is a widely hold

*“This reading is, by the way, possible if we stress the aibes
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observatiorthat tense behaves like a DP in many respect. Nevertheless, its concrete status is
somewhat unclear. On the one hand, tense can serve as antecedent for subsequent temporal
anaphora likehen On the other hand, tense itself often behaves anaphorically, yet in another
sense than pronominal anaphors.

(57) a.John went in. He opened the window.

The referace time of the second sentence immediately follows the reference time of the first
one, but they are not identical. This kind of dependency - | would like to claim - is just
another istance of bridging. Hence it should be analyzed in parallel. This implies a) that
tense introdces new discourse entities like definite and indefinite descriptions do, and b) that
anaphoridnstances of tense should be analyzed as Topics, similar to anaphoric definites and
partitive incefinites. That verbal predicates are relativized to a temporal parameter is a safe
assumption. Hence the formalization of (55) should look as follows.

(58) a.most’ [£d. Ttense'(d) A d=tA Zd".Tletter'(d) A farrives (d', [',d)]°
[£d. Ttense' (d) A d=t A £d'.Tletter'(d') A tarrives(d',1',d) A Tat_home'(1',d)]
b. most’ [1tense'(t) A Ix(Tletter'(x) A Tarrives(x, I',1))]
dx[ftense'(t) A tletter'(x) A farrives(x, I',t) A tat_home'(I',1)]

If I receive 100 letters at once, there is only one time slice when this happens. Since we
quantify over time slices here, the sentence is correctly predicted to be true in the example
situation described above.

This is na the place to discuss eventual empirical mispredictions of Chierchia's
proposato solve the proportion problem. As far as | can see, it is clearly the best one that
is on themarket at present time. Nevertheless, it is somehow unsatisfactory from a conceptual
point of view. The category "Topic" remains totally unrelated to all the phenomena discussed
in the precding chapters or other empirical domains. Therefore in the next paragraph, an
attempt is rade to incorporate this proposal into our general theory of topicality. It provides
in some sense a synthesis of Berman's situation-based and Chierchia's selective-binding-
approach.

4.2.4 A Synthesis: Proportions in DITT

We adop the basic idea of Chierchia's proposal, namely that adverbs of quantification
quantify over instances of the Topic(s) of the antecedent. But technically, we have to choose

*The actual descriptive content of tense morphemes is a highly complicated matter that | cannot pursue
here. To get an impression of the complexity of the issue, see Lascarides & Asher['93].



2. The Proportion Problem 153

anotherstrategy since our Topic-template as it was defined above does not provide free
variades of any kind. Instead of pursuing the more syntax-oriented approach used by
Chiercha (syntax of the logical language), we follow Berman in quantifying over model-
theoreticentities. According to him, quantification takes minimal situations as arguments.
Thereis a straightforward counterpart to situations in the ontology used in DITT, namely
possbilities®. Absolutely minimal possibilities are those containing neither discourse markers
nor pegs.

Definition 2.4 Absolutely Minimal Possibilities

A possibility k is absolutely minimal iff there is a worldeawV, such that:
k =<@,0,8,8,w>

Please note thatl", the state of complete ignorance, is just the set of all absolutely minimal
possbilities. Each minimal possibility defines a certain context, namely its singleton set.
These cotexts are, so to speak, maxi-minimal in that they contain complete factual
knowledge about the world but complete ignorance about discourse entities like discourse
markers and pegs. Accordingly, sentences containing anaphors or Topics are not defined in
such a ontext. This leads us to a relativized notion of minimality. Roughly, a possibility is
minimal w.r.t. an update if the update is defined in the singleton context corresponding to the
possibility, aad there are no parts of the possibility that fulfill this requirement. Let us take
an example. Consider the sentenéefiremen is altruisticFor some reasons, this sentence

is only aceptable if the subject is interpreted specifically, i.e. if it is a Topic (ignoring the
generic reading). Hence the corresponding update is only defined in contexts that contain at
least me fireman-peg. A possibility is minimal w.r.t. this update if it contains just exactly
one fireman-peg and no discourse markers. To make this idea precise, we first need some
auxiliary definitions.

Definition 2.5 Minimality
) Let P be a set of possibilities (that need not constitute a context).

MIN(P) = _ {kl ke PAVI[l e PAl < k- I=k]}
i) Let ¢ be an update. Itsrecondition is the set of contexts whegeis defined.
PC@.9.s,w) =, {ct| ctﬂa]gswis defined}

i) Let ¢ be a type-up formula. The set of possibilitiesimal w.r.t. ¢ is defined as
follows:

MIN($,9) = ot {klv<s,w>e compl(k): {k} € MIN(PC(@,9,s,w))}

°0f cours the philosophical background is completely different. Firstly, DITT uses a possible-world
semants, while worlds are derived entities in Kratzer's situation-based approach. Secondly, situations are
intended to be realistic entities, while DITT-possibilities are to be interpreted epistemically.
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iv)  Let ¢ be a type-up formula and | a possibility.
MIN(¢.1,9) =, . {k| k € MIN($,g) A compl(l) = compl(k)}

In iv), minimality is additionally relativized to a particular possiblitiy, something like the
counterpart of Bermans evaluation situation. Now we can give the set of possibilities minimal
w.r.t. A fireman is altruistic

59 a. [Topic A, fireman is altruistic.
b. £d. TO1fireman'(d) A altruistic'(d)
c. ctgd. TOfireman'(d) A aJtruistic'(d)]gyS’W:
{<D {d},n,r[d/p],i,v>| <D,n,r,i,v>e ct A p e Pdom(ct)A i(p) € F(@truistic')(v)}
iff wv<D,n,r',i"',v'>e ct: i'(p) € F(fireman')(v'), undefined else
d. PC(¢d. TOffireman'(d) A altruistic'(d)),g,s,w) =
{ct| 3p € Pdom(ct)v<D,n,r,i,v>¢€ ct: i(p) € F(fireman')(v)}
e.MIN((#d. TOffireman'(d) A altruistic'(d)),g) =
{<9,1,8,{<p,,a>},w>| ae F(fireman’)(w)}
f. MIN((£d. TOOtfireman'(d) A altruistic'(d)),l,g) =
{<9,1,0 {<p.,a>},w>Wdom({l}) = {w} A ae F(fireman')(w)}

Note that the sets of possibilities given in (59e) and (f) each constitute a context. The context
given in (59f) is particularly interesting. It contains exactly as many possibilities as there are
firemen in the respective world of evaluation.

Fact 2.1
Let a possibility | = <D,n,r,i,w> be given. Then it holds that

IMIN((<d. TOtfireman'(d) A altruistic'(d)),l,g)| = [F{ireman')(w)|

This obsevation can be generalized. The set of possibilities minimal w.r.t. an update and a
possibility of evaluation always has the same cardinality as the set of instances of the Topic-
part of the update.

Fact 2.2
Let a pssibility | = <D,n,r,i,w>, a discourse marker d, and a predicate P be given. Then it

holds for all sequences s such thatrsi that:
IMIN((£d. TOTP(d)),1,9)| = IPI

g.s,w |

Suppose (59a) is the antecedence of a conditional.
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(60) Usually, if a fireman is altruistic, he saves lives.

Intuitively, the sentence is true in a world if most individuals that are altruistic firemen in
that wald save lives in that world. If we update the context given in (59f) (that has the same
cardinality as the set of firemen) with the static closure of the antecedence, we get a context
that is isomorphic to the set of altruistic firemen.

Fact 2.3
Let a possibility | = <D,n,r,i,w> be given. Then it holds for all sequences s such thas r’i
that:
IMIN((£d. TOffireman'(d) A altruistic'(d)),l,g)[1 ! (£d. TOffireman'(d) A altruistic'(d))]|
= |Ffireman')(w) n F@ltruistic')(w)|

If we apply the same procedure to the conjunction of the antecedence and the consequence,
we get a contd that has the same cardinality as the set of altruistic firemen that save lives.
Hencewe can use these two contexts as arguments of the Generalized Quaotfidias

an pression of the metalanguage). The quantity-requirement on Generalized Quantifiers
ensures hat truth-conditions are not affected by this move. This gives us a first
approximation to the meaning of the adverb of quantificatsrally.

Definition 2.6 "usually”, Preliminary Version
ctfusually’ (@)(W)],,,=, {kect MOSTMIN( k)1 14], )

(MIN(, k)1 L (dAW)] )}
whereMOST(A)(B) means |A| < 2*|AB]|.

This definition is not completely what we want. Until now, we have ignored the possibility
that conditionals may contain anaphoric pronouns. If an anaphor occurs in the antecedence
part, this des no harm, since the way minimality was defined ensures that the corresponding
discourse rarker receives the appropriate value. But according to the definition given above,
an anaphor in the consequence would result in undefinedness. This is surely wrong.

(61) A, friend of mine really loves Christo.
Usually, if LTOpiC a,] new book about Christo is not too expensive, he buys it .

The anaphorhe in the consequence is completely acceptable, and it is anaphoaic to
friend in the preceding sentence. Hence we have to modify the meaning rulsutlty
somewhat. ldoes not suffice to ensure that the antecedence of the conditional is minimally
defined in the possibilities we quantify over; it is the conjunction of antecedence and
consequence that has to be defined.
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Definition 2.7 "usually”, Final Version
ctfusually’ @)(W)],,, = {Kect MOSTMIN(GAY) kg)IIB], . )
(MIN(( @A) KO (dAW)] )}

This makessure that the unbound discourse marker "d" in the translation of (61) is
interpreted as a friend of mine in any minimal situation we quantify over.

Up to now, this looks very similar to Berman's idea, but we preserve the important
featues of Chierchia's proposal as well. The first argument of the quantifier is isomorphic to
the set of tbse instances of the Topic-part the Comment is true of. We'll illustrate this with
the respctive antecedences of the subject-asymmetric, the object-asymmetric, and the
symmetric reading of the classical donkey conditional.

(62) a.Hg beats jt
b. tbeat'(d,d") (=C)

(63) a. [Topic A, ] farmer owns @ donkey.
b.£d. TOftfarmer'(d) A £d".1donkey'(d") A Town'(d,d") (A1)
c. MIN((ALIAC),<D,n,r,i,w>,9) = {<4,1,8 {<p ,e>},w> | & F(farmer")(w)}
d. MIN((Al/\C),<D,n,r,i,w>,g)[ﬂJJAl]g‘s]W:
{<9,1,9,{<p,,a>},w> | ae F(farmer")(w) A
3Jb[b € F(donkey')(w) A <a,b>ec F(own")(w)]}

(64) a. A farmer ownsJOpic £ ] donkey.
b.Zd.1farmer'(d) A £d . TOtdonkey'(d") A fown'(d,d’) (FA2)
c. MIN((A2/AC),<D,n,r,i,w>,g9) = {<@,1,®,{<B ,a>}w> | & F(donkey')(w)}
d. MIN((A2/\C),<D,n,r,i,w>,g)[ﬂJJAZ]QVSYW:
{<@,1,0,{<p,,a>},w> | ac F(donkey")(w) A
3Ib[b € F(farmer')(w) A <b,a>e F(own')(w)]}

(65) a. [Topic A, ] farmer owns*[Topic a Jdonkey.
b.Zd. TOffarmer'(d) A £d'.1donkey'(d") A Town'(d,d") (FA3)
c. MIN((A3AC),<D,n,r,i,w>,g) = {<®,2,®,{<|{3 ,a>,<p 0>} w> |
ac F(farmer')(w) A b € F(donkey')(w)}
d. MIN((A3/\C),<D,n,r,i,w>,g)[ﬂJJAS]QVS’W:
{<9,2,8,{<p,,a>,<p ,b>}w> | & F(farmer')(w) A b € F(donkey")(w) A
<a,b>e F(own")(w)}
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In (63d), we have one and only one possibility for every donkey-owning farmer, in (64d) for
every donkey owned by a farmer, and in (65d) for every farmer-donkey-pair that stands in
the ownership-relation. It is obvious that this yields just the respective readings Chierchia
predicts if we apply the meaning rule fegsuallygiven above.

To incorpoate adverbs of quantification into our fragment of English, we have to
slightly modify the syntax. Actually, both quantificational adverbs #radlauses should be
treated a modifiers, with the consequence of the conditional as matrix clause. Still we do not
intend to analyze the behaviour of sentences modified by a quantificational adverb but
lacking anif clause. Thus we pretend a) that these adverbs subcategorize for conditionals, and
b) that they only occur in clause initial position.

Definition 2.8 The Syntax of Adverbs of Quantification

)] S ==> Qadv, Cond
i)  Cond ==>§,S
i) S ==>C, S

Definition 2.9 Extension of the Lexicon

) Qadv ==>{usually, always, sometimes, rarely, frequently, ...}
i) usually -->usually'
i) if -> Ap2arQ.Q{"p}("a)

| refrain from stating the meaning rules falways,rarely, etc. explicitly; you simply have
to replaceMosST in definition 2.7 byEVERY, FEW, etc. As a sample sentence, the derivation
of the object-asymmetric reading of the donkey-conditional is given.

(66) a. Usually, ifa farmerowns [ ~_a ]donkeyhe beafs it

pic



158 Chapter 4. Indefinite Topics

b. a farmer owneropic A ldonkey St
Ad.1farmer'(d) A £d' . TOndonkey' (d') A Towns (d,d")
I
I }f 2 CuaprgrQ.Q{piq)
if a, farmer owns*[Topic a ] donkeyS: :
A01Q.Q{cd. 1 farmer' (d) A £d . T donkey' (d") A fowns (d,d")}("q)
|
| he beats it :: S fbeat'(d,d’)
| /
if a, farmer owns*[Topic g | donkey he beatgit :: Cond ::
2Q.Q{#d.1farmer'(d) A £d'.TOtdonkey' (d") A Towns (d,d")}(1beat’(d,d"))

|

| usually :: Qadv :usually'

| /

Usually, if g farmer ownsJopic £ ldonkey he beatsit @ S::
usually'(©d.tfarmer'(d) A£d . TOTdonkey'(d) A Towns'(d,d"))(Tbeat'(d,d")) (FA)

C. ct[A]g’S’W: {<D,n,r,i,v>| <D,n,r,i,v>e ctA
MOST ({a] ae F(donkey')(v) A 3b[b € F(farmer')(v) A
<b,a>¢ F(own")(V)]})
({a] ae F(donkey')(v) A 3b[b € F(farmer')(v) A
<b,a>¢ F(own')(v) n F(beat")(V)]})
d. ||llA||gSW: 1 iff MOST ({a] ae F(donkey")(w) A 3b[b € F(farmer')(w) A
B <ba>e Flown')W)[})
({a] ae F(donkey")(w) A 3b[b € F(farmer')(w) A
<b,a>e F(own')(w) n F(beat')(w)]})
€. mos{ [donkey'(y) A Ix[farmer'(x) A own'(X,y)]]
Ix[farmer’(x) A own'(X,y) A beat'(x,y)]

It is worth noticing that Berman has difficulties to predict the correct truth-conditions
to the &ready mentioned bishop-sentences, while both Chierchia's and our approach can cope
with it.

(67) Always, if a bishop meets another man, he blesses him.

Suppose thatwo bishops meet each other but only one blesses the other. Then the sentence
is false in either reading. To predict this, Berman would have to assume that a situation of

bishop A and bishop B meeting each other can be partitioned into two smaller situations,

nanely bishop A meeting bishop B and vice versa, and that in the first of these situations the

proposition Bishop A meets bishop iB false. This is against any intuition about situations.
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But there are unequivocally two different minimal possibilities, each containing one bishop-
peg, and in the fat one, this peg is mapped to bishop A and in the second one to bishop B.
More geneally, although the basic strategy of the proposal presented here is very much
reminiscent to Berman's, its empirical coverage is completely identical to Chierchia's
approach. This implies that moitously difficult donkey-conditionals like sage-plant sentences
etc. which Chierchia deals well with do not cause any harm here either. Besides this, our
approachhas the major conceptual advantage over Chierchia's in that the notion of Topic
used here is brought in accordance with gaitions about seemingly unrelated phenomena
like the (non-)anaphoric behaviour of definite descriptions and the partitive reading of weak
quantifiers.

Of couse the discussion in this paragraph can only be seen as a first step towards a
sufficient characterization of the semantics of adverbs of quantification. A more suitable one
hasto incorporate the modal aspect of these items. Nevertheless, it possibly helps to clarify
the question "What do adverbs of quantification quantify over?". Possibilities (in our
technicalsense) are surely better candidates than assignment functions, and in some respects,
they are also superior to the quite vague notion of "situations".

4.3 Conclusion and Desiderata

To sum , the investigations made in the last two chapters lead us to a new classification of
DPs where definiteness only plays a marginal role. The two major distinctions are a) the
oppositon between third person definite pronouns on the one hand and descriptions on the
other, andb) the Topic/non-Topic-dichotomy. The first one corresponds to the issue: picking
up an &d discourse marker or creating a new one, the second one distinguishes between
picking up an old vs. creating a n@eg.

(68)
%%52%52%52% Discourse Marker
SRR old without resetting new/ resetting
old Third Person Definite Anaphoric Definites
Pronouns Partitive Indefinites
Pegs
new Referential Definites
Non-Specific Indefinites
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It is obvious tlat the third cell has to remain empty. If a DP picks up an old discourse
marker, it has ither to reset it or not. If the latter is the case, the corresponding peg cannot
be new.

This chart of course leaves a lot of questions unresolved. One important issue concerns
the staus of [+Topic]-indefinites. There are two groups of clear cases, namely partitive
indefinites that are unequivocally [+Topichdnon-specific "novel" indefinites that introduce
new pegs andare not Topics. But some questions arise. If Enc['91] is right with her
assumption that ptivity coincides with specificity, one might wonder why specifics/ Topics
always farour a wide-scope reading. | have to admit that | have plainly no idea about this.
Although it is arguable that specifics are always Topics, | doubt whether this is everything
that is to e said about them. Likely, you have to distinguish between hearer-knowledge and
speaker-knaledge if you want to account for specificity, something that cannot be expressed
in our framework.

The tratment of personal pronouns is very much simplified here, too. Some
inadequaies like paycheck pronouns or subordination phenomena were already discussed at
the end ofchapter three. Besides this, there is another unresolved problem. Cardinaletti &
Starle['94] show convincingly that there is a strong tendency crosslinguistically to distinguish
between "strong" and "weak" pronominal forms morphosyntactically, and they give good
argumentdo assume that this distinction is even a language universal. In certain contexts
like coordnation or focus, only the strong form is possible. As it turns out, strong pronouns
do not follow the characterization given above.

(69) Two friends of mine will get married next week. SHE / is HAPpy \.

Since the ponoun sheis in focus here, it is a strong one in Cardinaletti & Starke's
terminolog. It is completely acceptable in (69), although there is no familiar singular
discaurse marker that is ready to be picked up. One might hypothesize that strong pronouns
are in fact disguised definite descriptions like female persom the case of stronghe

Another $iortcoming of our theory is the fact that it sometimes predicts too many
readings w.r.t. to partitive indefinites.

(70) a. TWO / children are in the GARden \
b. LITTle / children are in the GARden \

While in (69a), a partitive, i.e. a [+Topic]-interpretation, is strongly preferred, no such
reading is available for (69b) . As far as | can see, this is an instance of a more general
probdem, namely that partitive/specific readings of plural indefinites are only available if they
are nodified by some quantifying expression. There is superficially no essential difference in

"I thank Kai von Fintel (p.c.) for drawing my attention to this flaw in the argument.
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the maning ofsome studentandstudentsas a bare plural as far as the dynamic behaviour
is concerned. Nonetheless, only (70a) has a wide-scope-reading of the embedded object.

(71) a. Harry denied the rumour that he KISSed some students.
b. Harry denied the rumour that he KISSed students.

Again, | have not the slightest idea what is going on here.

The treatment of partitive weak quantifiers still offers a quite fundamental problem.
Remember that plural indefinites introduce three pegs, where the latter two are parts of the first
one. This leads to the wrong conclusion that subsequent partitive expressions may only involve
two distinct parts of the sum individual introduced by the plural expression. In contrary, the
number of available part-of pegs is virtually unrestricted:

(72) a. Germany consists of 16 states.
b. THREE / states border on Poland.
TWO/ states are are situated at the borderline to the Czech Republic.

z. THREE/ states are situated inland.

In contrast to what is predicted, the different parts neither have to be mutually identical nor
complementary. As far as I can see, a proper solution to this puzzle has to take discourse
structure into account. The sentences (72b-z) each are an elaboration to (72a) in the sense of
Asher['93]. Insofar they are each subordinated to (72a). As such, they are each interpreted
directly with respect to (72a), i.e. in parallel fashion. A formal explication of this idea would
offer a whole new branch of dynamic semantics, namely the incorporation of the concept of
concurrency from theoretical computer science (cf. Reisig['86]). This obviously has to be left to

another occasion.
This list of shortcomings and possible objections is by no means intended to be

exhaustive. Nevertheless, | hope to have convinced the gentle reader of four essentials:

I Dynamic Semantics forms an adequate framework for Natural Language Semantics.

Il Topic-Comment-Articulation is a matter of semantics and not of pragmatics.

1] To accoumt for anaphoricity phenomena in a wide sense, we need more than just one
layer of discourse referents.

\Y Although writing sometimes was great fun, | am extraordinarily happy about having
finished this dissertation
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